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Zusammenfassung

Energiegewinnung durch Kernfusion ist emissionsfrei, grundlastfähig und er-
fordert aufgrund der hohen Energiedichte des Fusionsbrennstoffs einen ver-
gleichsweise niedrigen Ressourceneinsatz, so dass Kernfusionskraftwerke in
einem zukünftigen Energiesystem erneuerbare Energiequellen insbesondere
in Regionen hoher Bevölkerungsdichte sinnvoll ergänzen könnten. Fusions-
anlagen vom Typ Tokamak sind am weitesten fortgeschritten, um Fusions-
bedingungen in einem Hochtemperaturplasma zu erreichen, das in einem
ringförmigen Magnetfeld eingeschlossen ist. Am Rande des Plasmas, also
im äussersten Bereich des eingeschlossenen Plasma, treten sehr hohe Dichte-
und Temperaturgradienten auf, die über nicht-lineare Prozesse und aufgrund
der Präsenz von geladenen und neutralen Teilchen sowie eines starken Mag-
netfelds eine äusserst komplexe und vielseitige Dynamik antreiben. Wie für
andere dynamische Systeme dieser Komplexität typisch, tritt Selbstorgani-
sation und Strukturbildung auf, die zu vielfältigen raum-zeitlichen Mustern
und zu spontanen Phasenübergängen in neue dynamische Zustände führt.
Diese Vielzahl an Mustern können eingeordnet werden in selbsterzeugte Strö-
mungsstrukturen, selbsterzeugte Strukturen elektrischen Stroms, spontane
Phasenübergänge in Regime hohen Einschlusses, Filamente und zeitliche
Strukturen. Wie in dieser Arbeit gezeigt wird, sind diese Strukturen nicht
nur ein interessantes physikalisches Studienobjekt, sondern das Verständ-
nis und die Kontrolle einiger dieser Strukturen sind unabdingbar für einen
zuverlässigen Betrieb eines zukünftigen Tokamakfusionsreaktors. Das bis-
herige physikalische Bild und aktuelle experimentelle Resultate werden für
Filamente, spontane Phasenübergänge und Grenzzyklusoszillationen im De-
tail zusammengefasst und offene Punkte werden thematisiert. Wie gezeigt
wird, sind für ein umfassendes Verständnis der vorgestellten Strukturen noch
bessere Messungen am Plasmarand und aussagekräftigere theoretische Mo-
delle notwendig. Bessere Messungen könnten mit Hilfe einer neu entwickel-
ten Plasmaranddiagnostik, der bildgebenden Schwerionensonde, erzielt wer-
den. Das Messprinzip und erste Signale dieser Diagnostik, die am Tokamak
ASDEX Upgrade aufgebaut wurde, werden in dieser Arbeit vorgestellt.



Abstract

Energy generation through nuclear fusion is emission-free, base load capable
and requires a relatively low amount of resources due to the high energy
density of the fusion fuel, so that nuclear fusion power plants could com-
plement renewable energy sources in a future energy system in particular
in regions of high population density. Tokamaks are the most advanced de-
vices to achieve fusion conditions in a high-temperature plasma, which is
confined in a toroidal magnetic field. At the edge of the plasma, i.e. in
the outermost region of the confined plasma, very high density and tem-
perature gradients occur driving extremely complex and multifaceted dy-
namics due to non-linear processes and the presence of charged and neutral
particles as well as strong magnetic fields. As typical for other dynami-
cal systems, self-organization and structure formation occurs at the plasma
edge generating spatio-temporal patterns and spontaneous phase transitions
into new dynamic states. This variety of patterns can be classified into
self-generated flow structures, self-generated structures of electric current,
spontaneous phase transitions in regimes of high confinement, filaments and
temporal structures. As shown in this thesis, these structures are not only
an interesting physical object of study on its own, but the understanding
and control of some of the structures is essential for the reliable operation
of a future tokamak fusion reactor. The recent physical picture and current
experimental results for filaments, spontaneous phase transitions and limit-
cycle oscillations are summarized in detail and open points are addressed. It
is shown, that improved measurement capabilities at the plasma edge and
more meaningful theoretical models are necessary for a full understanding of
the structures presented. Better measurements could potentially be achieved
by means of a newly developed plasma edge diagnostics, the imaging heavy
ion beam probe. The measurement principle and first signals of this diag-
nostic installed at the tokamak ASDEX Upgrade are presented in this work.



Contents

1 Introduction 11
1.1 Controlled Nuclear Fusion . . . . . . . . . . . . . . . . . . . . 11
1.2 Magnetic Confinement . . . . . . . . . . . . . . . . . . . . . . 13
1.3 The Edge Plasma of a Tokamak . . . . . . . . . . . . . . . . . 15
1.4 Structure Formation at the Plasma Edge . . . . . . . . . . . . 18

2 Structures at the Plasma Edge 23
2.1 Self-Generated Flows . . . . . . . . . . . . . . . . . . . . . . . 24

2.1.1 Equilibrium Flows . . . . . . . . . . . . . . . . . . . . 24
2.1.2 Neoclassical Flows . . . . . . . . . . . . . . . . . . . . 27
2.1.3 Low Frequency Zonal Flows . . . . . . . . . . . . . . . 29
2.1.4 Geodesic Acoustic Modes . . . . . . . . . . . . . . . . . 33
2.1.5 Staircase . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.2 Self-Generated Electric Currents . . . . . . . . . . . . . . . . . 37
2.2.1 Neoclassical Edge Current Density . . . . . . . . . . . 37
2.2.2 Pfirsch-Schlüter Currents . . . . . . . . . . . . . . . . . 39

2.3 Phase Transitions into Improved Confinement States . . . . . 41
2.3.1 Confinement regimes . . . . . . . . . . . . . . . . . . . 41
2.3.2 Transition to H-mode . . . . . . . . . . . . . . . . . . . 48
2.3.3 Transition to I-mode . . . . . . . . . . . . . . . . . . . 52

2.4 Filaments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.4.1 Blobs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.4.2 Edge Localized Modes . . . . . . . . . . . . . . . . . . 56
2.4.3 Pedestal Relaxation Events . . . . . . . . . . . . . . . 58

2.5 Temporal Structures . . . . . . . . . . . . . . . . . . . . . . . 61
2.5.1 Fluctuation State in the Divertor . . . . . . . . . . . . 61
2.5.2 Divertor Oscillations . . . . . . . . . . . . . . . . . . . 63
2.5.3 Limit-Cycle Oscillations after the L-H Transition . . . 65
2.5.4 Dithering Transitions . . . . . . . . . . . . . . . . . . . 67
2.5.5 Small Amplitude Limit-Cycle Oscillations . . . . . . . 70
2.5.6 Quasi-Coherent Modes . . . . . . . . . . . . . . . . . . 71

7



8 Contents

2.5.7 Weakly Coherent Modes . . . . . . . . . . . . . . . . . 72
2.5.8 Edge Harmonic Oscillation . . . . . . . . . . . . . . . . 73
2.5.9 High Frequency Oscillation . . . . . . . . . . . . . . . . 75
2.5.10 Inter-ELM Modes . . . . . . . . . . . . . . . . . . . . . 76

2.6 Table of Phenomena . . . . . . . . . . . . . . . . . . . . . . . 78

3 Size, Dynamics and Erosion Properties of Blob Filaments 81
3.1 What Determines the Velocity of a Blob Filament? . . . . . . 81
3.2 Analytical Velocity Scaling Laws . . . . . . . . . . . . . . . . 86

3.2.1 Inertial Regime . . . . . . . . . . . . . . . . . . . . . . 89
3.2.2 Sheath-Limited Regime . . . . . . . . . . . . . . . . . . 90
3.2.3 Role of Collisions . . . . . . . . . . . . . . . . . . . . . 90

3.3 What Determines the Size of Blob Filaments? . . . . . . . . . 92
3.4 Analytical size scalings . . . . . . . . . . . . . . . . . . . . . . 94
3.5 Measured Blob Sizes and Velocities . . . . . . . . . . . . . . . 95

3.5.1 Blob Detection with Li-BES . . . . . . . . . . . . . . . 95
3.5.2 Experimentally Determined Blob Parameters . . . . . . 95
3.5.3 Blob Size and Velocities . . . . . . . . . . . . . . . . . 103

3.6 Blobs and Density Shoulder Formation . . . . . . . . . . . . . 105
3.7 Influence of Blobs on First Wall Erosion . . . . . . . . . . . . 108

3.7.1 Erosion by a Pure Deuterium Plasma . . . . . . . . . . 110
3.7.2 Erosion with 1 % Impurity Concentration . . . . . . . 113
3.7.3 Erosion with 1 % Impurity Concentration and Reduced

Sheath Potential . . . . . . . . . . . . . . . . . . . . . 113

4 Parameter Dependence and Mechanism of L-H Transitions 115
4.1 Experimental Parameter Dependence of the L-H Power Thresh-

old . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
4.1.1 Isotope Dependence of the L-H Transition . . . . . . . 115
4.1.2 Current Dependence . . . . . . . . . . . . . . . . . . . 121
4.1.3 Plasma Shape Dependence . . . . . . . . . . . . . . . . 122
4.1.4 Dependence on Wall Material and Divertor Geometry . 124
4.1.5 Torque Dependence . . . . . . . . . . . . . . . . . . . . 125
4.1.6 Impurities and Seeding . . . . . . . . . . . . . . . . . . 126
4.1.7 Further Dependencies . . . . . . . . . . . . . . . . . . . 127

4.2 Experimental Observations Around the L-H Transition . . . . 127
4.2.1 Similar Edge Electron Temperatures . . . . . . . . . . 127
4.2.2 Power Threshold and L-mode Transport . . . . . . . . 130
4.2.3 Key Role of Edge Ion Heat Flux . . . . . . . . . . . . . 132
4.2.4 Critical Velocity . . . . . . . . . . . . . . . . . . . . . . 135

4.3 A Heuristic Picture of the L-H Transition . . . . . . . . . . . . 137



Contents 9

4.3.1 The Predictive Power of a Critical Ion Heat Flux . . . 137
4.3.2 The Explanatory Power of a Critical Velocity . . . . . 141
4.3.3 Evaluation of the Heuristic Picture . . . . . . . . . . . 147
4.3.4 Relation to Shear Suppression Model . . . . . . . . . . 148

4.4 Alternative Models . . . . . . . . . . . . . . . . . . . . . . . . 151
4.4.1 Zonal Flows as a Trigger . . . . . . . . . . . . . . . . . 151
4.4.2 Separatrix Operational Space . . . . . . . . . . . . . . 151
4.4.3 Transition from Diamagnetic to Paramagnetic Filaments152

4.5 Do We Understand the L-H Transition? . . . . . . . . . . . . . 152

5 Dynamics of Limit-Cycle Oscillations at ASDEX Upgrade 155
5.1 Experimental Features of LCOs at AUG . . . . . . . . . . . . 155

5.1.1 General Observations . . . . . . . . . . . . . . . . . . . 155
5.1.2 Radial Propagation . . . . . . . . . . . . . . . . . . . . 160
5.1.3 Magnetic Structure . . . . . . . . . . . . . . . . . . . . 161
5.1.4 Frequency Scaling . . . . . . . . . . . . . . . . . . . . . 165
5.1.5 Isotope Dependence . . . . . . . . . . . . . . . . . . . . 171

5.2 On the Nature of LCOs . . . . . . . . . . . . . . . . . . . . . 173
5.2.1 Are the LCOs Driven by Zonal Flows? . . . . . . . . . 173
5.2.2 Are LCOs Driven by Poloidally Asymmetric Transport? 175
5.2.3 Are LCOs the Same as Type-III ELMs? . . . . . . . . 177

6 A New Diagnostic Concept for the Plasma Edge 181
6.1 The Imaging Heavy Ion Beam Probe . . . . . . . . . . . . . . 181

6.1.1 The Need for Improved Edge Diagnostics . . . . . . . . 181
6.1.2 The Imaging Heavy Ion Beam Probe at AUG . . . . . 182
6.1.3 Measurement Principle . . . . . . . . . . . . . . . . . . 183

6.2 Numerical Modeling for the Development of the i-HIBP . . . . 186
6.2.1 Particle Tracing . . . . . . . . . . . . . . . . . . . . . . 187
6.2.2 Collisional Model . . . . . . . . . . . . . . . . . . . . . 189
6.2.3 Density Dependence of Scintillator Signal . . . . . . . . 190

6.3 Sensitivity to Structures at the Edge . . . . . . . . . . . . . . 193
6.3.1 Determination of Edge Current density . . . . . . . . . 194
6.3.2 Identification of Flow Structures . . . . . . . . . . . . . 195
6.3.3 Characterization of Blob Filaments . . . . . . . . . . . 196
6.3.4 Expected Measurement Capabilities . . . . . . . . . . . 198

6.4 Hardware Setup at ASDEX Upgrade . . . . . . . . . . . . . . 199
6.4.1 Alkali Beam Injector and Collimator . . . . . . . . . . 201
6.4.2 Detector Head and Image Guide . . . . . . . . . . . . . 203
6.4.3 Injector Characterization . . . . . . . . . . . . . . . . . 205
6.4.4 Scintillator Characterization . . . . . . . . . . . . . . . 208



10 Contents

6.5 First i-HIBP Measurements at AUG . . . . . . . . . . . . . . 209
6.5.1 First Signals on the Scintillator . . . . . . . . . . . . . 210
6.5.2 Beam Collimation . . . . . . . . . . . . . . . . . . . . . 212
6.5.3 Filamentary Structures . . . . . . . . . . . . . . . . . . 214

6.6 Prospects of the i-HIBP Diagnostics at AUG . . . . . . . . . . 215

7 Summary and Conclusion 217

A Drift Motion in Magnetized Plasmas 225
A.1 Particle Drifts . . . . . . . . . . . . . . . . . . . . . . . . . . . 225

A.1.1 Gravitational Drift . . . . . . . . . . . . . . . . . . . . 225
A.1.2 E ×B Drift . . . . . . . . . . . . . . . . . . . . . . . . 225
A.1.3 Curvature Drift . . . . . . . . . . . . . . . . . . . . . . 226
A.1.4 ∇B Drift . . . . . . . . . . . . . . . . . . . . . . . . . 226
A.1.5 Generalized Magnetic Field Drift . . . . . . . . . . . . 226
A.1.6 Polarization Drift . . . . . . . . . . . . . . . . . . . . . 226

A.2 Fluid drifts . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
A.2.1 Diamagnetic Drift . . . . . . . . . . . . . . . . . . . . . 227

Bibliography 275

List of Symbols 283

Index 283

Acknowledgement 287



Chapter 1

Introduction

1.1 Controlled Nuclear Fusion

Energy is the basis of economic and cultural development for human civi-
lization, and enhances the well-being of humans [1]. Plenty of reserves are
available for energy production, but in order to cope with climate change,
mankind is well-advised to keep the majority of fossil reserves untouched
[2] in order to minimize greenhouse gas emissions and their harmful effects
on civilization due to changes of atmospheric dynamics promoting extreme
weather events, sea-level rise and desertification, among others [3]. There-
fore, emission-free, reliable and scalable energy sources are needed for the
transition to an energy system without greenhouse gas emissions. Apart
from renewable energy sources and fission power plants, nuclear fusion power
plants could potentially contribute to this transition in the course of the 21st
century and, simultaneously, enables energy systems to be more independent
from geographical and weather conditions. Due to the high energy density,
fusion power would be most attractive to be employed in densely populated
areas and highly industrialized regions, where land scarcity limits the use of
renewable energy sources [4].

For energy production purposes, the deuterium-tritium (D-T) reaction

2D + 3T −→ 4He (3.52 MeV) + 0n (14.06 MeV) (1.1)

generating an alpha particle 4He and a neutron 0n is the most promising
reaction, since the cross sections are largest of all known fusion reactions at
comparably low temperature and, thus, easiest to be achieved on earth [5].
In order to start this thermonuclear reaction, very high temperatures in the
order of 100 million Kelvin (K) corresponding to about 10 keV are necessary.
At such high temperatures, the fusion fuel is in the plasma state, i.e. the

11



12 Chapter 1. Introduction

electrons are not bound anymore to the nuclei. Although electrically neutral
on the macroscopic scale (the so called quasi-neutrality [6]), the free charges
in the plasma can interact with electromagnetic fields inducing a broad va-
riety of collective phenomena. Due to this, fusion research is intrinsically
connected with high temperature plasma physics.

For energy production, a self-sustained fusion reaction is desirable, so
that only the D-T fuel has to be refilled while the plasma is continuously
maintaining the fusion conditions due to self-heating without the need of
external heating. These burning plasma conditions are achieved, when the
plasma heating due to the alpha particles produced in the fusion reaction
according to equation 1.1 is greater than the energy losses of the plasma1.
At fusion conditions, the main loss channel for a pure D-T plasma is the
heat transport due to the collective behavior of the plasma, or more specifi-
cally, due to collisional and turbulent transport. The heat transport can be
quantified by the energy confinement time,

τE =
W

Pheat

, (1.2)

with plasma energy content W and heating power Pheat. The greater the
heat transport, the smaller the energy confinement time, i.e. for the given
input power Pheat a smaller energy content W can be reached when the heat
transport is large. τE is the time until the plasma has reached 1/e of the
initial plasma content W after switching off the heating2.

It is possible to quantify the balance between fusion-born alpha particle
heating and transport losses resulting in a necessary condition for a burning
plasma, the so called ignition condition [5]:

n0TτE > 3× 1024 eVs/m3. (1.3)

The triple product, also called fusion product, consisting of the volume-
averaged plasmas density n0, the volume-averaged plasmas temperature T
and the energy confinement time τE is the figure of merit for fusion exper-
iments to demonstrate, how close it is to burning plasmas conditions. The

1The neutrons do not play a role in this consideration since their interaction with the
plasma quantified by its collisional cross section is negligible compared to the Coulomb
collisions of the alpha particles with the charged particles. As shown below for magnetic
confinement fusion, this effect is even more pronounced due to the fact that neutrons are
not confined by the magnetic field in contrast to the alpha particles.

2The temperature of hot tea in a typical thermos flask would decrease to 1/e of the
initial temperature at the filling within hours, thus, the energy confinement time of a
thermos flask is a few hours. The confinement time of an uncovered cup of tea is much
shorter, typically a few minutes, due to the lower thermal insulation i.e. worse confinement
properties.
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ignition condition was not yet achieved in nowadays fusion experiments, but
the triple product was raised by more than three orders of magnitude in
consecutively developed fusion devices over time [5] and is approaching the
ignition condition in the next generation of fusion devices [7]. This condition
is met e.g. for densities of n0 = 2 · 1019 m−3, temperatures of T = 15 keV
and a confinement time of τE = 3 s.

The two most promising approaches to reach the ignition condition (equa-
tion 1.3) are inertial confinement fusion and magnetic confinement fusion [6].
For inertial confinement fusion, a small target (typically a solid capsule filled
with D-T of a size of a few millimeters) is compressed by laser or particle
beams to reach fusion conditions for a very small time span in order to burn
the complete fuel inventory of the capsule. In this setup, the plasma density
is high and the confinement time very short. Inertial confinement fusion re-
search made tremendous progress in the last years and demonstrated plasma
conditions close to net energy output [8].

Magnetic confinement fusion aims at plasma confinement with strong
magnetic fields and large volumes to sustain a plasma over several hours in
a reactor. In this approach, the plasma density is rather low but the con-
finement time relatively large. Magnetic confinement fusion likewise showed
great progress in the last few years, and recent experiments at the JET toka-
mak in Culham, UK, generated 59 megajoules of fusion energy, i.e the largest
amount of controlled fusion energy to date [9, 10].

In the remainder of this thesis, only magnetic confinement fusion is con-
sidered, since the phenomenology of structure formation is much richer and
better diagnosed in magnetic confinement fusion than in inertial confinement
fusion due to the presence of a strong magnetic field and the larger spatial
and temporal scales involved.

1.2 Magnetic Confinement

In the course of the history of fusion research a variety of magnetic configu-
rations have been explored [11]. Two classes of configurations have proven to
perform best in terms of triple product: the stellarator [12] and the tokamak
[5]. The magnetic field in a stellarator is exclusively generated by external
coils providing the advantages of intrinsic steady state capabilities and low
plasma currents, thus, avoiding undesired current-driven instabilities [13]. In
addition, the three-dimensional nature of stellarators is connected with more
degrees of freedom allowing for optimizations in many respects [14, 15]. How-
ever, without the numerical optimization of the stellarator magnetic field, the
confinement is poor as it was the case in the first types of stellarators. This
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is the reason, why stellarators are back on stage to be considered for fusion
power plants only since a few years when sufficient computational power was
available for confinement optimization. Consequently, the stellarator devel-
opment is lacking behind the progress of tokamak research, which progressed
steadily since the beginning of fusion research. Nevertheless, the latest stel-
larator experiment, Wendelstein 7-X, demonstrated exceptionally desirable
properties [16], so that stellarators will be considered as serious alternative
to tokamaks as a future fusion reactor configuration.

The tokamak configuration is axissymmetric and the coil geometry is sim-
pler to build than the helical or non-planar coils in stellarator configurations.
In contrast to stellarators, the magnetic field is not only given by external
coils, but partially generated by a strong current, which is driven inductively
in the plasma. This is shown in figure 1.1.

Central solenoid

Helical magnetic field line

Vertical

field

coils

Vacuum vessel

Toroidal field coil

Plasma

Toroidal

direction

Poloidal

direction

Figure 1.1: Coil system and magnetic field structure of a tokamak. The helical
magnetic field (yellow) results from a superposition of the magnetic field components
in toroidal and poloidal direction. While the toroidal magnetic field component is
produced by external toroidal field coils, the poloidal magnetic field component is
generated by a toroidal current in the plasma. This current is inductively driven by
a current ramp in the central solenoid. The vertical field coils are used for plasma
shaping, plasma positioning and stabilization purposes. Rendering of tokamak by
courtesy of C. Brandt, IPP.

The central solenoid, i.e. a coil structure in the center of the tokamak
around the torus axis, induces a plasma current in toroidal direction, i.e.
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along the long circumference of the plasma. According to Ampère’s law, this
generates a magnetic field in poloidal direction, i.e. along the short circumfer-
ence of the plasma. The total, helical field results then from a superposition
of the inductively driven poloidal magnetic field and the toroidal magnetic
field generated by external coils. The toroidal plasma current gives rise to
ohmic heating in the plasma. This is one reason next to the simpler coil sys-
tem and the confinement improving axissymmetry, why tokamaks became
so successful [11], since they were comparably easy to heat to fusion rele-
vant temperatures. The toroidal plasma current, however, is accompanied
by current driven instabilities and can even fully disrupt within a fraction of
a second, which induces strong forces in the structure material and can lead
to undesired runaway electrons [17]. Such a disruption poses a major risk
for large tokamaks and has to be fully avoided or mitigated for reactor-scale
devices requiring further research [18]. Despite these challenges, the tokamak
configuration is the most mature to show a positive net energy balance in
the next few years. Therefore, the next generation of devices like ITER [7]
or the various DEMO concepts [19] are of the tokamak type.

Although stellarator and tokamak plasmas are similarly prone to struc-
ture formation processes, this thesis focuses on tokamak plasmas due to
their higher relevance for ITER and due to the fact that tokamak plas-
mas were much more investigated in respect of structure formation and
self-organization than stellarator plasmas in recent years. Therefore, a few
general aspects of tokamak plasmas are introduced in the following.

1.3 The Edge Plasma of a Tokamak
The presence of magnetic field lines in a tokamak does not allow the charged
particles of the plasma to move freely in the vacuum chamber. Due to the
Lorentz force3

FL = q (E+ v ×B) (1.4)

with q the charge of the particle, v the velocity of the particle, E the electric
field and B the magnetic field, the particles are forced to orbit around the field
line performing a gyration perpendicular to the magnetic field direction [6].
This way the particles, and hence the plasma, are bound to the magnetic field
lines, which allows to form the plasma by means of shaping of the magnetic
field configuration. Parallel to the magnetic field, however, the Lorentz force
has no impact, so that the particles can almost freely move along the field
lines.

3Bold symbols in equations etc. indicate vector quantities.
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The magnetic field strength B = |B| is not constant inside the tokamak,
but higher at the inner side of the torus, thus called high field side (HFS),
and lower at the outer side, therefore called low field side (LFS). This means
that the magnetic field is not homogeneous giving rise to drift motion (see
Appendix A). This complicates the dynamics significantly, but is not further
detailed for the sake of simplicity here.

A magnetic field line toroidally circulating around the torus axis performs
a poloidal revolution, which is quantified by the safety factor qs indicating
the number of toroidal turns needed for one poloidal turn4. During several
toroidal turns, the magnetic field line sweeps over a three-dimensional tube-
shaped surface, the so-called flux surface. Magnetic field lines further outside
sweep over tube-shaped surfaces with a larger inner diameter. Thus, the
magnetic field structure in a tokamak consists of nested magnetic flux surfaces
with the magnetic axis in the center. This is shown in figure 1.2.

The motion parallel to the field lines is very fast, so that parallel pressure
gradients are balanced on time scales much faster than the motion perpen-
dicular to the magnetic field lines, since the latter can only take place via
drifts or collisions. Therefore, the pressure is constant on a single flux surface
i.e. flux surfaces are isobars.

The pressure is typically highest on the magnetic axis and decreases to-
wards the last closed flux surface (LCFS). The LCFS is called separatrix,
when the plasma configuration possesses an X-point [5]. Outside the LCFS,
the field lines are in contact with plasma-facing components (PFCs). There-
fore, they cannot form closed flux surfaces, which changes the dynamics sig-
nificantly, and charged particles and heat streaming towards PFCs are lost.
This region of open magnetic field lines is the scrape-off layer (SOL) [20]. In
order to keep the plasma clean, the plasma possesses an X-point as depicted
in figure 1.2. In such a configuration, the open magnetic field lines are on
purpose guided to the divertor, i.e. a region equipped with robust plates to
withstand the strong heat fluxes there and good pumping capabilities to get
rid of undesired impurities. The divertor concept is advantageous compared
to limiter plasmas, in which the PFCs are much closer to the confined plasma
[21].

The outermost part of the confined plasma, i.e. the outermost closed flux
surfaces up to the LCFS, is the plasma edge indicated as blue shaded area in
figure 1.2, right. This region is in the focus of interest for this theses, since
there some of the most exciting dynamics takes place as described below.

4It turned out that a higher qs makes the plasma less prone to a certain type of magneto-
hydrodynamic (MHD) instability allowing for safer operation i.e. lower probability for
disruptions.
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Figure 1.2: Poloidal cross section (left) and typical radial pressure profile of a
tokamak plasma (right). The pressure is constant on a single flux surface but de-
creases further out towards the last closed flux surface (LCFS). Outside the LCFS,
the field lines do not form closed flux surfaces and are in contact with plasma-facing
components. This region is the scrape-off layer (SOL). The light blue shaded area
on the right indicates the plasma edge, which is in the focus of interest for this
thesis.

There is no exact definition of the plasma edge, but for this thesis we
consider the outer 20 % of the minor radius as the plasma edge, i.e. the
region from ρpol = 0.8 to ρpol = 1.0 with ρpol the normalized poloidal flux
coordinate, which is by definition 0 on the magnetic axis and 1.0 at the LCFS
[22].

Apart from generating a rich variety of plasma phenomena, which are
interesting from a perspective of dynamical systems, the plasma edge is at
the same time a region of crucial relevance for a tokamak fusion reactor:
it represents the boundary condition defining the core performance due to
profile stiffness [23], it hosts some of the most harmful instabilities for plasma
operation [24], and it is the region where the heat flux challenge is met [25].

The plasma edge is special in many respects. It features the steepest
pressure gradients in the fusion plasma, due to relatively low temperatures
and the presence of neutrals different types of collisional processes take place,
and the vicinity to the SOL with its own dynamics gives rise to a complicated
interdependency of SOL and edge.
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On the one hand, these complex conditions make it difficult to understand
the physics in the edge, since successful strategies in other fields of plasma
physics, e.g. to describe the dynamics in the plasma core, fail here. Conse-
quently, several of the most important edge phenomena cannot be quantita-
tively explained by theoretical models or numerical simulations. This makes
reliable predictions for reactor-scale fusion experiments impossible, and more
experimental data and better theoretical models are needed for the success
of fusion.

On the other hand, the complex conditions give rise to a large variety of
multifaceted phenomena, structure formation and self-organization. In other
words, the plasma edge is a fantastic playground for physicists to investigate,
categorize and understand one of the most complex dynamical system far
from thermodynamic equilibrium in the universe.

1.4 Structure Formation at the Plasma Edge
Laboratory plasmas necessarily require an energy input. Otherwise they
would recombine to a neutral gas due to cooling by contact with wall mate-
rial, which is on ambient temperature and thus far lower than the temper-
atures needed for ionization. In fusion plasmas, this situation is extreme as
the center of the plasma has a temperature in the range of 10 keV, while
the wall of the experiment is up to six orders of magnitudes colder. This
requires a huge energy input and, as a result, strong pressure and tempera-
ture gradients are created. These are typical features of a system far from
thermodynamic equilibrium. Although plasma physicists sometimes forget
this non-equilibrium characteristics in their daily work, since they are con-
cerned with methods of magneto-hydrodynamic (MHD) equilibrium or local
thermodynamic equilibrium, the plasma is indeed a wonderful non-linear
system exhibiting the same fascinating features as found in other fields of
non-equilibrium dynamics: pattern formation [26], wave dynamics [27] and
turbulence [28] as found in neutral fluids; zonal flow formation as in the
earth’s atmosphere [29], on planets [30] or in the ocean [31]; phase transi-
tions as in many different physical systems [32]; limit-cycle oscillations as in
biology [33] and economy [34]. Systems, which give rise to such phenomena,
are sometimes also called dissipative systems or emergent systems and are
classical examples of self-organization.
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A central role play the strong gradients at the plasma edge. This is
shown in figure 1.3. They provide the drive of macroscopic MHD instabilities
[22], but likewise for micro instabilities [35]. Most of the plasma equations
contain non-linearities5, consequently, these non-linear processes lead to fully
developed turbulence and to non-linear coupling of MHD modes, so that
energy is transferred to a broader spectrum of modes. The same gradients,
which drive the micro and MHD instabilities, can also generate self-organized
flows (diamagnetic flows, see equation A.8 in Appendix A, and neoclassical
flows [36, 37]), which can reduce the growth of MHD modes or turbulence.
Flows generated by turbulent processes, likewise reduce growth rates and
saturation levels of turbulence [38].

MHD instabilities and turbulence can drive and seed filaments [39] in
the SOL. All the above mentioned processes are modified by the presence
of impurities and collisions. The core plasma mainly provides the heat and
particle fluxes from the inside impacting the gradients in the edge plasma,
while the SOL delivers neutrals and impurities for the edge plasma. There
are back reactions from the edge to the core e.g. via profile stiffness [23],
and from the edge to the SOL via heat fluxes [25], impurity flush out due to
transport or MHD instabilities [40].

Overall, it is clear from the schematic shown in figure 1.3, that the dy-
namics in the edge is complicated and multifaceted. However, despite these
complicated interactions at the edge, the plasma arrives at a stationary,
unique and reproducible state after the external control parameters were
fixed and a transition phase has finished. In this stationary state, certain
regular patterns can appear, which have a finite spatial extend and a typ-
ical temporal characteristic. Mostly these patterns can be experimentally
detected as quite large perturbations relative to the background plasma or
the surrounding. Since these resulting features sometimes are stationary in
time and only consist of a single (e.g. radial) perturbation or excursion, we
prefer to term them “structures”, which is in our view the most appropriate
umbrella term for the experimentally observable features connected to a spe-
cific phenomenon under discussion. Not all of the presented structures result
from non-linear interactions or coupled dynamics in a strict sense as typical
for other non-equilibrium dynamical systems. Nevertheless, all of them share
that the structure formation takes place due to self-organization, i.e. without
explicit external steering.

This thesis tries to categorize the various edge structures and its forma-
5In a fluid description of the plasma, the most prominent non-linear terms are contained

in the convective derivatives of the continuity equation and of the equation of motion.
Together with the usually low viscosity of the plasma and the strong drive due to the
gradients, developed states of plasma turbulence are achieved.
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tion conditions. The role of the structures in a future tokamak reactor is
discussed and a comprehensive compilation of plasma edge phenomena regu-
larly observed at several tokamak experiments worldwide is provided. This is
done in the following pages in chapter 2. In addition, this thesis expands on
some of the most relevant phenomena in more detail, for which the present
state of research is presented. This part starts with chapter 3 about SOL fila-
ments. Then, the present status of experiments and a heuristic picture of the
transition into a self-organized plasma state of high confinement is presented
in chapter 4, followed by an introduction into oscillatory structures at the
plasma edge in chapter 5. Chapter 6 can be considered as a kind of outlook
to a sophisticated edge plasma diagnostics, the so called imaging heavy ion
beam probe, i-HIBP, which could potentially improve our understanding of
several edge phenomena due to its great spatial and temporal resolution. In
the last part, chapter 7, the main conclusions of this thesis are summarized.
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Chapter 2

Structures at the Plasma Edge

As described above, the complicated interplay of various elements at the edge
(see figure 1.3) generates a zoo of experimentally observed structures of differ-
ent temporal and spatial scales. For the classification in categories, we would
ideally sort them by the type of gradient drive or other main causing factors.
This would allow to relate each specific phenomenon to a certain type of the-
ory. However, in most of the cases it is impossible to identify the main causes
of the observed structure, and only operational recipes of macroscopic con-
trol parameters exist in order to reproduce a certain phenomenon. Another
approach would be to categorize the different edge structures in terms of the
measurement quantity (e.g. density and its fluctuation), in which it appears
predominantly. This is, however, likewise doomed to fail, since most of the
fluctuations caused by a certain phenomenon can be measured in more than
one, typically all available measurement quantities like density, temperature,
magnetic field, and electrostatic potential.

Therefore, we choose a very rough approach focusing on the main mea-
surable characteristic of the respective phenomenon exhibiting one or more
structures at the edge, which could fall in one of the following category:

a) Self-generated flows, usually flows in the direction perpendicular to the
magnetic field.

b) Self-generated electric currents.

c) Spontaneous phase transitions into improved confinement states.

d) Filaments, i.e. tube like density perturbations extended along magnetic
field lines.

e) Temporal structures, i.e. regular oscillations or wobbling between two
bi-stable states.

23
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There are phenomena, which could be sorted into more than one of these
categories, since they exhibit several types of structures. For example, the
transition into the high confinement regime (H-mode, see section 2.3.1) is
accompanied by a strong edge flow structure, the formation of a pedestal
including a strong edge current density and the appearance of filaments, so
called edge localized modes (ELMs)). Thus, it could fall in a), b) or d). But
its main characteristic, which distinguishes it from other phenomena, is the
spontaneous and fast transition into a state of reduced transport, so that c)
is the most appropriate category for the transition into H-mode.

The structures discussed below are only a selection, and even more phe-
nomena have been described in literature. But the following structures are
observed at least at two different tokamaks, and can be considered as con-
firmed and thus reliably observed phenomena at the plasma edge. The main
properties of the structures are marked in bold letters.

2.1 Self-Generated Flows

2.1.1 Equilibrium Flows

It can be shown by means of the two-fluid description of a plasma [41], that
the flows in a plasma characterized by two fluid velocities, one for the ions ui

and one for the electrons ue, are related to the magnetic field B and electric
field E according to the equation of motion

ρm

(
∂u

∂t
+ (u · ∇)u

)
= −∇p+ ρE+ ρu×B (2.1)

with mass density ρm = mn and charge density ρ = qn, pressure p and
number density n. Here, u is a placeholder for ion flow velocity ui and
electron flow velocity ue, respectively, and p is a placeholder for the ion
pressure pi and the electron pressure pe, respectively. Thus, there are two
equations of the form 2.1, one for electrons and one for ions.

We neglect the left-hand side of equation 2.1, since we are interested in
stationary cases (first term vanishes) and small flow amplitudes (second term
vanishes) only, yielding the stationary equation of motion

E = −u×B+
1

ρ
∇p. (2.2)

Usually, there are neither stationary pressure gradients nor electric fields
present parallel to the magnetic field, so that the only relevant dynamics
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takes place in perpendicular direction [6], i.e.

u⊥ = −∇p×B

ρB2
+

E×B

B2
(2.3)

with perpendicular flow velocity u⊥. Again, there are two equations of the
form 2.3, one for electrons and one for ions. We recognize the fluid drifts as
described in Appendix A. Thus, a pressure gradient and an electric field give
rise to plasmas flows.

While the pressure gradient is naturally given in a tokamak plasma and
can be manipulated by fuelling and heating of the plasma, the electric field
is not that easy to manipulate. The radial component of equation 2.2, i.e.
the relevant component for the perpendicular flows, reads

Er =
∇rp

ρ
− uθBϕ + uϕBθ (2.4)

with the radial component of the electric field Er, the pressure gradient in
radial direction ∇rp, poloidal and toroidal components of the velocity, uθ and
uϕ, and poloidal and toroidal components of the magnetic field, Bθ and Bϕ,
respectively.1 For each species, i.e. for electrons, main ions as well as for
impurities, a separate equation of the form 2.4 exists.

This equation is sometimes interpreted as a generation equation of the
electric field. But this is not the case as can be demonstrated, when an am-
bipolarity condition is employed, i.e. a balance of radial flows [37], to clarify
the causalities of electric field generation. It can be shown, that the inclusion
of neutral friction and poloidal viscosity deliver analytical expressions for Er.
Thus, it is the ambipolarity condition together with the radial drift due to
poloidal forces, which determine Er, and as a consequence, the poloidal and
toroidal flows arrange according to equation 2.4. The only remaining free pa-
rameter in this approach is then the parallel component of the flow, u||, which
is at the outboard midplane of a tokamak very similar (but not identical!) to
the toroidal velocity uϕ and both velocities are typically relatively small at
the edge, especially when multiplied with the comparably small component
Bθ as in equation 2.4.

As a first approximation, which will be refined in the following sections,
and assuming a negligible toroidal velocity, i.e. uϕ,i = uϕ,e = 0, we find
that the following relations hold for a hydrogen plasma, i.e. ρi = +en and

1As introduced in figure 1.1, the poloidal direction indicated by the coordinate θ is
pointing to the bottom at the outboard midplane. The toroidal direction indicated by the
coordinate ϕ points into counter-clockwise direction when the torus is viewed from above.
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ρe = −en assuming the same densities for all species n = ni = ne, at the
edge:

uθ,i = +
∇rpi
enBϕ

− Er

Bϕ

, (2.5)

uθ,e = −∇rpe
enBϕ

− Er

Bϕ

. (2.6)

This means, that the plasma at the edge spins in poloidal direction with
the (yet undetermined) E ×B velocity, modified by the diamagnetic flow of
the respective species. The difference between electron and ion velocity is
uθ,i−uθ,e = 2 ∇rpi

enBϕ
, i.e. twice the diamagnetic flow of the ions (if ∇rpi = ∇rpe

is assumed).

B

B

ErEr

LFSHFS
v||

vE

vE

v||

Convergence zone

Divergence zone

Figure 2.1: Schematic picture of the equilibrium flows in a toroidal segment of a
tokamak. The radial electric field according to equation 2.4 gives rise to a perpen-
dicular mass flow due to the E×B drift vE. The magnitude of this drift is larger on
the LFS than on the HFS due to its magnetic field dependence (see formula A.2).
Therefore, the plasma flows converge at the top. This convergence is balanced by
flows parallel to the magnetic field line, v||, the so called Pfirsch-Schlüter flows.
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Due to the E×B drift (see equation A.2), the radial electric field (of yet
undetermined origin) generates a flow perpendicular to the magnetic
field lines, which shuffles mass poloidally from the LFS to the HFS. This
perpendicular flow, however, is stronger on the LFS than on the HFS due
to its inverse dependence on the magnetic field. In order to keep the flow
divergence free, the convergence caused by the perpendicular flows is bal-
anced by parallel flows along the magnetic field lines, the so called
Pfirsch-Schlüter flows.

This equilibrium flow pattern of poloidal flows, balanced by parallel com-
pensation flows, is the first kind of edge structure of interest. The poloidal
and parallel flows are self-organized by the plasma and always present. For
a few of the following phenomena, they play an essential role.

2.1.2 Neoclassical Flows

The radial electric field in the plasma is crucial for the edge flows, but up
to now it was not discussed how it is determined. As mentioned above,
neutral friction or any kind of poloidal viscosity would lead to radial forces,
so that Er is well defined due to ambipolarity apart from a relatively small
contribution of the parallel velocity [37]. The most relevant effects, which
determine the poloidal flows in equation 2.4, can be derived from neoclassical
theory [36, 42]. Neoclassical effects can enter here via an effective poloidal
viscosity [37], or the poloidal flow can directly be expressed as

uθ,i =
αneo

eBϕ

∇rTi, (2.7)

with a collisionality dependent prefactor αneo, which has to be estimated
by complicated but analytical formulas [36] or calculated with more complex
numerical codes [43, 44]. With this neoclassical input the radial force balance
2.4 for the neoclassical radial electric field reads [45]

Er,neo =
∇rpi
eni

− αneo

e
∇rTi +

BBθ

Bϕ

〈
u||,i

〉
. (2.8)

The last term in equation 2.4 reappears here in equation 2.8, but expressed
in terms of the flux surface averaged parallel ion velocity

〈
u||,i

〉
. As before,

this last term is small compared to the other terms, and in several studies
at ASDEX Upgrade (AUG), it has been shown, that the first two terms on
the right hand side of equation 2.8 are sufficient to describe the measured
radial electric field sufficiently well close to confinement transitions (e.g. L-H
transitions, see section 2.3.2) [46, 47]. For H-mode discharges or in dithering
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phases (both plasma scenarios will be discussed below) at AUG, it was shown
that even only the first term on the right hand side, the so called diamagnetic
term,

Er,dia =
∇rpi
eni

, (2.9)

of the main ions is sufficient to describe the measured radial electric field
[48, 49, 50, 51]. An example is shown in figure 2.2.
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Figure 2.2: Radial profile of the radial electric field at AUG (reprinted from [49])
in H-mode. The radial electric field measured with charge-exchange recombina-
tion spectroscopy (CXRS) on N7+ (black) agrees well with the neoclassical formula
(blue) [36] and the output of the neoclassical code NEOART [43] (red). For the
outermost region, the simple approximation Er,dia =

∇rpi
eni

applies.

Consequently, the ions are approximately at rest, uθ,i ≈ 0, while the
electrons spin poloidally with roughly twice the diamagnetic flow velocity
uθ,e ≈ −2∇rpe

enBϕ
into electron diamagnetic direction according to equations 2.5

and 2.6, when equation 2.9 is inserted there. These conditions, i.e. ions at
rest and electrons at twice the electron diamagnetic velocity, are the typical
approximate conditions for the tokamak plasma edge. It was reported from
other tokamaks that the diamagnetic term of the main ions is at least the
dominant contribution to the radial magnetic field [52, 53], so that it can
be assumed, that similar conditions as reported from AUG hold likewise for
other tokamaks.
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Although the toroidal rotation is small, as mentioned already, torque
input by neutral beam injection (NBI) can change the radial electric field via
the parallel velocity term (last term in equation 2.8) as the main effect [54].
This possibility of external control of Er can be used to manipulate some of
the below mentioned structure formations (see section 2.3.2).

2.1.3 Low Frequency Zonal Flows

The tokamak edge plasma is in practically all conditions in a turbulent state.
This is illustrated in figure 2.3, which depicts the turbulent ion density and
its fluctuations on the left resulting from the gyrokinetic turbulence code
GENE-X [55]. It is not a question, whether the edge is turbulent or not,
but a question of what type of turbulence dominates and how strong are the
fluctuations. Turbulent transport is in the most cases undesired for fusion,
since its increased levels of heat and particle transport leads to a degradation
of confinement making it more difficult to achieve the ignition condition (see
equation 1.3).

Inside the bath of rather randomly distributed turbulent fluctuations at
the edge, which is always present, spontaneous order on larger scales can
appear. More specifically, the turbulent fluctuations itself can drive a flow
structure that is poloidally and toroidally homogeneous, but radially
structured and varying on the spatial scale of tens of Larmor radii ρL,i =√
2miTi/(eB) [56] with ion mass mi and ion temperature Ti. These types

of flow patterns live on time scales of a few 100 µs and are called low
frequency zonal flows or simply zonal flows (ZFs). These zonal structures
are visible as ring-like patterns in the electrostatic potential fluctuations on
the right of figure 2.3. Their radial gradient of the potential is related to a
radial electric field via ∇rϕ = −Er giving rise to perpendicular flows due to
the E ×B drift.

ZFs are an important component of the turbulent system [38], since
they are able to absorb energy from other turbulent scales, and can satu-
rate turbulence levels, especially in pure ion-temperature gradient turbulence
[57, 58, 59]. This way, the undesired turbulent transport is relatively low and
the confinement of the plasma improved, since part of the turbulent energy
is deposited in innocuous ZFs, which cannot produce radial transport
due to their toroidally and poloidally homogeneous structure corresponding
to a toroidal mode number n = 0 and a poloidal mode number m = 0. The
E × B flow components, and hence turbulent transport, cannot point into
radial direction in such a case.

By means of a dimension analysis it can be shown, that turbulence in
two-dimensional systems, as it is the case for a tokamak, tends to transfer
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energy from small scales to large scales [60, 61] in a so called inverse cascade.
The ZFs are the result of such an energy cascade representing the largest
possible scale. As it was shown in dedicated experiments [62, 63], the energy
transfer is non-local, i.e. it does not take place between adjacent scales,
but comparably small scales transfer their energy to the largest scales in the
system.

Figure 2.3: Turbulent ion density fluctuations (left) and electrostatic potential
fluctuations (right) at the edge of a divertered tokamak simulated with the gyroki-
netic code GENE-X (reprinted from [55]). The electrostatic potential fluctuations
exhibit radial stripes of poloidally symmetric structures, which are not visible in the
ion density fluctuations. These are the low frequency zonal flows.

Mathematically, it can be shown that in the simplest form the ZF inter-
preted as an average poloidal flow, ⟨uθ⟩, is driven by the Reynolds stress force
i.e. by the radial derivative of the Reynolds stress (RS) ⟨ũrũθ⟩ and damped
by a (not furter specified) viscosity µV [64] according to

∂

∂t
⟨uθ⟩ = − ∂

∂r
⟨ũrũθ⟩ − µV

∂2

∂r2
⟨uθ⟩ . (2.10)

They RS follows from a Reynolds decomposition [28] of the relevant quan-
tities, which are split into a mean value indicated by the brackets ⟨.⟩ and a
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fluctuating part indicated by a tilde above the symbol, and can be consid-
ered as a negative viscosity. Averaging is understood mathematically as an
ensemble average, thus it can represent a time average or a spatial average
e.g. along the toroidal coordinate (in this case it would represent a zonal
average). In this formulation, we consider the radial and poloidal compo-
nents of the velocity fluctuations ũr and ũθ, which must correlate with each
other in order to produce a finite RS. Similar driving forces exists likewise for
other components of the flow field [65]. The RS force can be inserted into the
radial force balance equation 2.4 [37] revealing that the RS is an additional
source for the radial electric field.

r

q

uqur >0

uqur >0

uq ur <0

uq ur <0

uq ur ≠ 0

uq ur <0

uqur <0

uq ur = 0

Figure 2.4: Reynolds stress (RS) in a circular (left) and a tilted (right) eddy. The
poloidal direction points to the top, thus, velocity components visualized as stream
lines of the eddy (black) pointing to the bottom are counted negative. Likewise,
velocity components pointing to the left are negative as well (all others positive).
The products of velocity components in each quadrant of the circular eddy are finite,
but cancel each other, so that the total RS is zero. A tilted eddy, however, has a
finite value of RS, since the dominating velocity components on long edges deliver
a negative RS.

Although mathematically simple, it is not easy to understand the physical
mechanism of how the ZF is driven by the RS force. A qualitative picture
is given as follows. In a simplified picture, the RS quantifies the correlated
appearance of radial and poloidal flows, as it appears in a turbulent eddy.
As shown in figure 2.4, left, a circular eddy has a total RS equal to zero. The
local RS according to the product of the local velocity components ur and uθ
is finite in each quadrant, but cancel each other when all four quadrants are
added up. When the eddy is tilted, however, a finite RS can be assigned to it
as shown in figure 2.4, right. The upper right part of the velocity components
as well as the lower left part of the eddy exhibit a negative product of the
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velocity components, while the other components along the short edges are
considered to be too small to compensate the RS at the long edges.
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Figure 2.5: Poloidal flow generation by the Reynolds stress force. A background
shear flow (grey arrows) is stronger on the right hand side. Therefore, the eddies on
the right hand side at r2 (radially further outwards) are more tilted than the eddies
on the left at r1. For simplicity the eddies on the left are assumed to be circular,
hence, their RS is zero. As discussed in figure 2.4, the RS of the tilted eddies
is negative corresponding to a finite RS force pointing in poloidal direction (top)
according to equation 2.10. This is reflected in a net velocity component (purple
arrow), when all local velocity components in the volume between adjacent radial
eddies (light blue box) are added up.

If adjacent eddies exhibit different values of RS corresponding to a differ-
ent tilt, a net flow appears at the interface layer between two eddies, when
the local velocity components as depicted in 2.5 are considered. Thus, tur-
bulent eddies can create a net flow in poloidal direction when the RS is not
constant along the radius. The created net flow points into the same di-
rection as the seed shear flow, hence amplifying the initial shear flow. This
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flow amplification is accompanied by extraction of energy from the (relatively
small) turbulent eddies to the background shear flow. The ZF amplification
is either stopped when the energy of the turbulence is sufficiently depleted,
or saturated by other damping mechanisms like the Kelvin-Helmholtz insta-
bility [66], collisions [67] or by the geodesic transfer effect [68, 69, 70] among
others [38]. In the first case, predator-prey cycles can appear as it will be
discussed in section 2.5.3. In the other cases, the flow will saturate on a more
or less constant level.

The finite radial wavelength of ZFs is not unique, as can be shown due
to its connection to pattern formation [71]. The same holds for the radial
position of ZFs, which is determined randomly and changes on time scales
much larger than turbulent time scales [38]. For fusion experiments, the life
time of ZFs is in the order of hundreds of micro seconds, thus two orders
of magnitude larger than typical turbulence time scales in the order of one
micro second. Hence, they are called low frequency zonal flows. This way
they are also distinguished from geodesic acoustic modes (see section 2.1.4),
which oscillate with frequencies between turbulent and ZF time scales.

ZFs were studied experimentally on different tokamaks [72, 73, 74], but
likewise appear in stellarators [75, 63, 62, 76, 77, 78], where its dependence
on collisionality [79] and background flow shear was studied in detail [80].
They appear in the core and at the edge of the plasma. The experimen-
tal data, which is closest to the qualitative picture of ZFs as it is visible in
turbulence simulation, is from JET [81]. Unfortunately, such clear experi-
mental signatures were not confirmed at other tokamaks, and the detection
and visualization of ZFs is still an active field of research in plasma physics.

ZFs are much clearer and easier to detect in other fields of physics: ZF-
like structures appear on very large scales on planets [30], in the earth’s
atmosphere [29] and in the sea [31], and thus contribute to climate, ocean and
weather conditions on planets. Laboratory experiments likewise contributed
to the understanding of ZF generation by means of sophisticated setups [82].

2.1.4 Geodesic Acoustic Modes

The geodesic acoustic mode (GAM) is very similar to the low frequency
ZFs as described above: it can be excited by the same mechanism as low
frequency ZFs, its essential structure is likewise a poloidal flow and it interacts
energetically with turbulence and flow shear as described above. However,
the flow at the top of the plasma is too strong to be balanced by parallel
flows as depicted in figure 2.1, so that compression takes place giving rise to
a restoring force pushing the flow back to the midplane. Therefore, GAMs
are not steady or wobbling with low frequency, but oscillate with a very
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characteristic and coherent frequency, the so called GAM frequency
[83, 84]

ω2
GAM =

2c2s,i
R2

(
1 +

1

2q2s

)
(2.11)

with major plasma radius R, safety factor qs, and the ion sound speed cs,i =√
γ (Te + Ti) /mi with the adiabatic index γ. Typical GAM frequencies are

between 5 kHz and 20 kHz at the tokamak edge.
The generation mechanisma and spatial structure of the GAM is shown

in figure 2.6. As for the low frequency ZF, the cycle starts with an m =
0, n = 0 potential perturbation giving rise to a perpendicular E × B
flow, which is compressed at the top of the plasma due to the magnetic
field dependence of vE. In case of the GAM, the flow is so strong, that the
parallel flows cannot balance the convergence, and, consequently, the top of
the plasma is compressed. This leads to a positive pressure perturbation
at the top and a depletion, i.e. a negative pressure perturbation at the
bottom of the plasma. Hence, the GAM is characterized by an m = 1,
n = 0 pressure perturbation. In this situation, diamagnetic currents
(see formula in Appendix A) form around the pressure perturbations. These
currents generate a pattern of magnetic field perturbations, exhibiting
a m = 2, n = 0 structure.

The compression at the top of the plasma gives rise to a restoring force
Fr, which pushes the flow back to the midplane decreasing the pressure per-
turbation at the top. In this phase of the GAM cycle, all flows and currents
invert the directions. When the former pressure perturbation is depleted,
the cycle starts from the beginning (after a possible overshoot into the other
direction).

The GAM is called “geodesic” since a finite geodesic curvature is intrin-
sically related to a divergence of flows [85]. This leads to a compression
and, hence, a dynamics similar to acoustic waves. A purely acoustic wave
or sound wave along the magnetic field line would follow the dispersion rela-
tion ωSW = cs,i/(qR), i.e. a wave with speed cs,i and a parallel wavenumber
k|| = 2π/(2πqR) corresponding to a parallel length of the magnetic field line
2πqR. The additional term in the GAM frequency in equation 2.11 indi-
cates that the frequency of the GAM depends additionally on the geodesic
curvature, which can be approximated with 1/R.



2.1. Self-Generated Flows 35

ErEr

LFSHFS
vE

jdia

Compression zone

Decompression zone

B

vE

jdia

−𝑝

+ 𝑝

+෩𝑩

−෩𝑩

Fr

Figure 2.6: Generation and spatial structure of a GAM. An m = 0, n = 0 potential
perturbation creates a radial electric field Er giving rise to an E×B drift vE. This
drift is larger at the outboard side than at the inboard side due to lower magnetic
field strength at the outboard side. Consequently the plasma is compressed at the
top giving rise to a positive pressure perturbation +p̃. Simultaneously the plasma
is decompressed at the bottom, so that an m = 1 pressure structure is formed. Due
to this, diamagnetic currents jdia are generated, and the resulting structure of the
magnetic field perturbations B̃ is m = 2. All quantities are toroidally symmetric,
i.e. the toroidal mode number is n = 0. The compressibility of the plasma gives rise
to a restoring force Fr, pushing the flow back to the midplane, so that all arrows
change directions signs in this schematic. When the initial conditions are reached,
the oscillation cycle starts from the beginning.
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When quantiatively compared with experiments, the simple formula 2.11
has to be modified [83]. It depends on the plasma shape (elongation, Shafra-
nov shift, triangularity, etc.) [86]. In addition, it shows dispersion, i.e. it
can move radially [87, 88, 89]. Apart from the flow generation by the RS,
GAMs can likewise be driven by energetic particles [90, 91]. In this case, they
are called EGAMs. GAM oscillations are damped by continuum damping,
phase-mixing, collisional damping, finite orbit width effects, Landau damp-
ing or toroidal resonance effects [83]. Turbulence driven GAMs (the “natural”
ones) appear only at the edge, where the turbulence levels provide a large
drive and the damping is low due to the high safety factor qs. EGAMs can
exist everywhere in the plasma, when the drive of energetic particles exceeds
the damping.

2.1.5 Staircase

Next to the GAM, which can be considered as a kind of oscillating version
of the low frequency ZF, the staircases are likewise a special type of ZF
structures. They are ordinary low frequency ZFs, but appear in groups of
shear flows distributed along the full radius in a quite regular (i.e.
almost equidistant) manner. Due to this, the radial pressure profile
is flattened at several radial positions resembling a staircase. This
corrugation leads to comparably strong local temperature gradients. An
example of a staircase in a flux driven gyrokinetic simulation is shown in
figure 2.7.

Between the stairs, i.e. between two shear flow locations, the turbulent
transport takes places as avalanches and is much higher than at the locations
of the shear flow, where turbulence is partially reduced acting as a micro
barrier. The step size between two corrugations is in the order of 10ρL,i. The
locations of the shear flows moves slowly over time in radial direction and
sometimes, a single shear flow barrier splits up into two new branches. But in
general, the time scale is the same as for “normal” zonal flows (i.e. hundreds
of microseconds).

The staircase was first found in gyrokinetic simulations [92, 93]. As a
necessary condition for their appearance, the simulation has to be flux driven
and only marginally stable, i.e. close to the linear threshold of the underlying
instability. After the prediction and characterization of the staircases with
numerical simulations, they were discovered in two different fusion devices
[94, 95, 96]. This an exceptional situation, since normally plasma phenomena
are first observed experimentally, and only afterwards explained by theory
(if at all).
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Figure 2.7: Staircase in a flux driven simulation (reprinted from [93]). The E×B
shear (bottom) exhibits clear vertical stripes of high shear, which act as transport
barriers. Between the shear layers, avalanche-like transport takes places visible as
comb-like structures between two shear layers in this spatio-temporal representation.
As a consequence of the local shear suppression, the temperature gradient (top) is
corrugated and highest in regions of high shear.

2.2 Self-Generated Electric Currents

2.2.1 Neoclassical Edge Current Density

If no external current drive apart from the ohmically driven loop voltage
is applied, the flux surface averaged parallel current density in a tokamak
plasma is given by [97, 98]

⟨j⟩ = σneo

〈
E||

〉
−R

[
L31p∂ψ ln p+L32pe∂ψ lnTe +L34α̃pi∂ψ lnTi

]
(2.12)
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with σneo the neoclassical conductivity, E|| the parallel electric field, R the
major radius, p the total pressure, pe the electron pressure, pi the ion pressure,
Te the electron temperature, Ti the ion temperature, and ∂ψ the derivative
with respect to the normalized poloidal flux serving as a flux label, i.e. as
a minor radius coordinate. The brackets ⟨.⟩ indicate a flux surface average.
The prefactors L31, L32, L34, and α̃ are complex integrals in phase space pro-
vided by neoclassial theory [97, 98]. They must be calculated with numerical
kinetic codes or are sufficiently well determined by analytical expressions
based on the output of full kinetic solvers [97, 98, 99]. For the relatively high
collisionalities at the plasma edge, the recommended analytical expressions
can be found in reference [100].
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Figure 2.8: Radial profile of the current density in type-I ELMy H-mode at AUG
(#30701 at t = 3.36 s). The central peak around the magnetic axis is mainly due
to the ohmic current driven by the transformer coil of the tokamak, while the edge
current density peak is dominated by the bootstrap current driven by the steep edge
gradients.

The first term of equation 2.12 is the ohmic current inductively driven by
the central solenoid. Due to the temperature and collisionality dependence of
the conductivity σneo, it is maximum in the center of the plasma and decreases
strongly towards the edge. The second term of equation 2.12 including the
brackets is the so called bootstrap current. It is a very fascinating effect
explained by neoclassical theory (see reference [101] for a nice introduction of
the phenomenon): The magnetic field structure of the tokamak gives rise to
magnetically trapped particles, which precess toroidally around the torus on
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so called banana orbits. The ions precess into the opposite direction to the
electrons, and the concomitant kinetic effects generate a net current on the
flux surface, which depends on the gradients of the kinetic profiles. Since this
self-generated net current is directed into the same direction as the (ohmic)
plasma current, it is called bootstrap current, i.e. a current amplifying the
inductively driven plasma current. For steady-state plasma operation of a
tokamak, the bootstrap current is of extraordinary relevance [102].

Due to its dependence on gradients (most effectively on the density
gradient), the Bootstrap current density is in H-mode typically the domi-
nant current density at the plasma edge [103]. This is shown in figure 2.8
displaying the radial profile of the current density from the HFS to the LFS
for an ELMy H-mode in AUG. The pronounced peak at the LFS edge
near the LCFS is the edge current density. Except for the gradient drive
and the magnetic curvature, the edge current density is the third important
ingredient determining the MHD stability of the plasma edge. On the one
hand, the edge current density can increase the (local) magnetic shear, which
acts as a stabilizing term for most of the MHD modes and turbulent modes
[22, 104, 105]. On the other hand, a high current density can drive peel-
ing modes [24, 106]. The local shear, and thus edge current density, might
also play a role for the L-H transition physics [107]. In any case, a precise
experimental determination of the current density is of great importance for
many fields of edge physics.

2.2.2 Pfirsch-Schlüter Currents

Analogously to the neutral equilibrium flows originating from the E×B drift
as discussed in section 2.1.1 (see figure 2.1), a similar mechanism works like-
wise for the non-neutral diamagnetic flows, which involve perpendicular dia-
magnetic currents jdia (see formula A.9). The magnetic field dependence
of the diamagnetic currents and the fact, that the magnetic field strength
in the tokamak is higher at the inboard side than at the outboard side,
give rise to a charge accumulation at the top of the plasma. This is balanced
by parallel electric currents, the Pfirsch-Schlüter currents. They generate
(vertical) magnetic field components, Bz,PS, being able to modify the shape
and position of magnetic flux surfaces giving rise to the Shafranov-
shift [5]. This shift moves inner flux surfaces and the magnetic axis towards
the HFS and depends on the pressure-gradient, since steeper gradients drive
stronger diamagnetic currents, thus, increasing the Pfirsch-Schlüter currents
and, hence, the Shafranov shift. In contrast to the bootstrap currents (see
above), the Pfirsch-Schlüter currents do not provide a net toroidal currents
due to a vanishing flux-surface average of the Pfirsch-Schlüter currents.
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Figure 2.9: Origin of the Pfirsch-Schlüter currents. Radial pressure gradients give
rise to perpendicular diamagnetic currents jdia, which are larger at the HFS than
at the LFS due to the magnetic field dependence of the diamagnetic current (see
formula A.9). This leads to a charge accumulation at the top of the plasma. The
parallel currents, j||, balancing the charge accumulation are the Pfirsch-Schlüter
currents. They generate a z-component of the magnetic field, Bz,PS, adding up to
the existing tokamak magnetic field. This gives rise to the Shafranov-shift, i.e. a
displacement of the magnetic axis and the inner flux surfaces to the LFS.



2.3. Phase Transitions into Improved Confinement States 41

2.3 Phase Transitions into Improved Confine-
ment States

As other physical systems [32], the edge plasma can transition from one
phase into the other, sometimes involving bifurcations, when certain control
parameters are changed. The phase boundaries between the different con-
finement regimes are well defined and reproducible. Before some selected
spontaneous transitions and their diagrams are discussed, the most relevant
possible regimes are presented.

2.3.1 Confinement regimes

After creating the plasma during the startup phase, when the plasma current
is stationary, the plasma does not arrive always in the same type of regime.
Depending on the heating power, fuelling, magnetic field configuration, mag-
netic field strength, plasma current, heating method, wall conditioning, im-
purity content etc., different types of plasma regimes can be achieved. They
differ in macroscopic properties, most notably in terms of confinement quality
and ability to accumulate impurities, but all of them likewise show different
and very fascinating structures at the edge, which in most of the cases play a
central role for the macroscopic property of the regime. The most important
regimes with its different confinement properties, are the following:

L-mode

The historically first and natural tokamak regime, which is achieved at
low power and without any further requirements, is the L-mode. The “L”
indicates “low confinement”, since it has the lowest confinement compared to
other regimes as discussed below. It is a state of high turbulence without
transients or noteworthy coherent modes. But due to the high turbulence
levels, especially at the edge, strong zonal flow activities can be present.
Due to this, the neoclassical radial electric field according to equation 2.8 is
sometimes not fulfilled possibly due to the influence of the ZFs. GAMs are
likewise often visible, and the impurity concentrations are low due to high
heat and particle transport levels. The equilibrium flows are always present,
but comparably weak due to low power input and hence low gradients, which
drive these flows.
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H-mode

The H-mode was discovered 1982, when an L-mode in ASDEX plasma was
heated with neutral beam injection (NBI) [108, 109, 110], and in later ex-
periments it turned out, that a critical heating power threshold has to be
exceeded in order to achieve the H-mode. It is a regime of increased con-
finement time τE (typically twice as high as in L-mode), which is why it is
called high confinement regime or H-mode.

Pedestal

LCFS

Figure 2.10: Comparison of L-mode and H-mode. Left: The measured electron
temperature (and thus pressure profiles) in H-mode (red) seem to be placed on a
pedestal (blue shaded area), when compared with the L-mode profiles (blue). The
edge transport barrier in H-mode causes steep gradients at the very edge (adapted
from [111]). Right: The radial electric field profiles measured with Doppler reflec-
tometry exhibit a deep Er well in H mode (red) and reach much stronger flow shear
than in L-mode (black) (adapted from [112]).

The transition from L-mode to H-mode, called the L-H transition, takes
place within less than 100 µs, and is therefore much faster than the confine-
ment time in the order of hundreds of milliseconds. After the L-H transition,
the heat and particle transport is much lower, so that the density and tem-
peratures strongly rise. This way, steep gradients are created at the edge,
indicative of an edge transport barrier (ETB). Interestingly, the gradients



2.3. Phase Transitions into Improved Confinement States 43

of the profiles in the core plasma are very similar in H-mode compared to
L-mode, and the major part of the pressure increase in H-mode comes from
the edge. The H-mode profiles seem to be L-mode profiles, but put on a
pedestal as depicted in figure 2.10, left. The H-mode is characterized by
very strong E × B shear flows at the edge generated by the neoclassical
electric field or simply by the ion pressure gradient as depicted in figure 2.2.
The fluctuation levels are much smaller in H-mode than in L-mode, and
it is suggested, although not the only possibility, that the strong flow shear
in H-mode suppresses the turbulence giving rise to the ETB [113, 114] (see
the detailed discussion about L-H transition models in section 2.3.2).

The H-mode is a regime of low turbulence levels and strong (neoclassical)
flows and possesses a very good confinement. This makes the H-mode very
desirable for a fusion power plant and most of the reactor studies assume
that a tokamak reactor operates in H-mode [19]. But the good confinement
comes at a price: the strong gradients in H-mode can drive MHD instabilities
at the edge. These instabilities appear as strong bursts, which can eject heat,
particles and impurities into the SOL. Since these bursts were localized at
the edge, they are called edge localized modes (ELMs), and they can
appear as different types with different sizes and frequency dependencies on
heating power [115, 24]. The ELMs are filament structures and discussed
in more detail below (see section 2.4.2). The H-mode with large ELMs, the
so called type-I ELMy H-modes, was the predominantly investigated plasma
regime in the last decades. Unfortunately, it turned out within the last years,
that it probably will not be compatible with a tokamak fusion reactor due
to too large heat fluxes onto PFCs provided by ELMs [116].

I-mode

Since ELMs are probably not acceptable for a reactor, it would be desirable
to combine the good properties of the L-modes, i.e. absence of ELMs and
low impurity concentrations, with that of the H-mode, i.e. the good confine-
ment. One possible regime, which fulfills these conditions, is the improved
L-mode regime commonly referred to as I-mode nowadays. The I-mode2

was discovered at AUG [117] and appears, when the access condition for the
H-mode (details see below) are hampered [118]. This is normally achieved
by choosing the so called unfavorable magnetic configuration, for which the
∇B drift of the ions points away from the active X-point. This is a regime
rarely operated, since the divertor conditions are usually better in favorable

2The “I-mode”, short for “improved L-mode”, must not be confused with “I-phase”, which
stands for “intermediate phase”. The I-phase exhibits characteristic limit-cycle oscillations
and is part of the “normal” H-mode as will be discussed in section 2.5.3.
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configuration, i.e. when the ion ∇B drift points towards the active X-point.
The I-mode exhibits a temperature pedestal, but no density pedestal

as shown in figure 2.11, indicating that the heat transport is reduced, but
the particle transport stays on L-mode level. In this sense, it is a hybrid
confinement regime sharing properties of L-mode and H-mode at the same
time. The deepness of the Er well in I-mode is between the typical values of
H-mode and L-mode [48].

Figure 2.11: Electron density and temperature profiles in L-mode (black), I-mode
(red) and H-mode (blue) measured at Alcator C-mode (reprinted from [119]). The
I-mode exhibits relatively low densities as in L-mode, but a temperature pedestal as
in H-mode.

The appearance of a weakly coherent mode (WCM) at the edge [119]
seems to be strongly connected with the I-mode, so that the detection of the
WCM is used as an indicator of the I-mode. The properties of the WCM
are discussed in section 2.5.7. As mentioned, large type-I ELMs are absent
in I-mode, but at higher heating powers pedestal relaxation events (PREs)
can appear, which are burst-like events similarly to ELMs, but with different
properties [120] (see section 2.4.3).
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Enhanced D-Alpha H-mode

The enhanced D-alpha H-mode (EDA H-mode) [121, 122] is a special type
of H-mode, i.e. a regime of improved confinement, but without the ap-
pearance of ELMs. It exhibits high levels of Dα light emission at
the edge, which is a measure of particle transport at the edge, and a very
strong and regular mode at the edge, the so called quasi-coherent mode
(QCM), is visible in fast density or temperature diagnostics in a frequency
range between 15 kHz and 80 kHz at AUG and around 100 kHz at Alcator
C-mod. They EDA H-mode is typically achieved by heating the plasma only
marginally above the H-mode power threshold with wave heating i.e. elec-
tron cyclotron resonance heating (ECRH) or ion cyclotron resonance heating
(ICRH). At higher powers or when heated with NBI, the plasma mostly tran-
sitions to type-I ELMy H-mode. For higher triangularity the power window
for the EDA H-mode increases [122].

The QCM, which appears at the very edge slightly inside the separa-
trix [123, 124], is believed to provide an additional transport channel, lower
than in L-mode to sustain the steep gradients, but large enough to keep the
pedestal pressure (gradients) below the peeling-ballooning instability thresh-
old [125], which is the underlying instability of type-I ELMs [126]. In this
sense, the QCM possibly hampers the appearance of ELMs. Due to its
possible central role, the origin of the QCM needs to be understood and in-
vestigations of the QCM is an active field of research. The main properties
of the QCM will be presented in section 2.5.6.

Quasi-Continuous Exhaust Regime

The quasi-continuous exhaust (QCE) regime, is another special type of H-
mode without type-I ELMs [104, 127, 128], which was also called an H-
mode with small ELMs [129], type-II ELMs [115, 130, 131, 132] or grassy
ELMs [133, 134] in the past. It appears at highest densities, is compatible
with very high heating powers, and got its name from a strong filamentary
transport activity at the separatrix [127]. It appears when the plasma is
highly shaped, i.e. at high triangularity and high elongation and exhibits a
very beneficial broadening of the divertor power fall of length [135].
The QCE regime is accompanied by a QCM, similar as the EDA H-modes,
however the QCM is much less coherent in QCE than in the EDA H-mode.

Due to the shared appearance of the QCM and the (better) accessibility
at highly shaped plasmas, it is under discussion, whether the QCE regime
and the EDA H-mode are the same regime, but just differing in the amount
of fuelling and, hence, separatrix densities.
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Quiescent H-mode

The quiescent H-mode (QH-mode) is a plasma regime without type-I ELMs,
which was originally achieved with strong counter injection of NBI, i.e. the
injection of the heating particles is against the direction of the plasma current
leading to drift orbits of the fast heating particles larger than the magnetic
flux surfaces [136, 137]. As has been shown at DIII-D [138], QH-modes can
likewise be achieved with co-injected NBI. But in all cases, very deep Er

wells [139] are achieved by means of NBI and this strong rotation seems
to be a precondition to the generation of the edge harmonic oscillation
(EHO) [140] and the high frequency oscillation (HFO) [141]. More
details about the EHO and HFO are given in section 2.5.8 and 2.5.9.

Similar as for the other types of ELM-free regimes, it is believed that
the edge modes (EHO and HFO) contribute to keep the pedestal below the
peeling-ballooning stability boundary and provide the necessary impurity
transport in order to avoid impurity accumulation [106]. Starting with a
standard QH-mode and consecutively lowering the torque input to zero can
lead to a wide pedestal in QH-mode and a very broadband EHO with excel-
lent confinement properties [142]. It has to be shown in the future whether
the QH-mode access conditions, especially the wide-pedestal QH-mode, are
compatible with reactor plasma conditions (e.g. low torque input or even full
absence of NBI heating systems and metallic wall conditions) [143].

Plasmas with Magnetic Perturbations

An external actuator to suppress type-I ELMs are magnetic perturbation
(MP) fields in the order of magnitude of δB/B ≈ 10−4, which are created
on purpose by means of an array of special magnetic field coils producing
a radial magnetic field perturbation with a certain toroidal and
poloidal mode spectrum [144]. Depending on the mode spectrum, the
perturbations can locally resonate (or not) with the helical field line structure
of the plasma mainly given by the safety factor qs. Under certain conditions,
an appropriate perturbation spectrum can lead to ELM mitigation, i.e. to
more frequent and smaller ELMs [145, 146], or to full ELM suppression,
i.e. absence of any kind of ELM, while keeping the good confinement of the
H-mode [147, 148].

The interaction of the perturbation field with the plasma is complicated,
since the plasma response, i.e. the ability of the plasma to shield external
magnetic fields, has to be taken into account. This interaction leads to
corrugations of magnetic surfaces and to lobes in the SOL [144]. Under some
conditions, such plasmas show macroscopic effects like ELM suppression or
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the density pump out [149, 150, 151]. But they likewise give rise to very
interesting types of structure formation at the edge. One example for this, is
a ballooning mode poloidally localized in valleys of the corrugations, where
the local magnetic shear is lowest [152]. Another example is a similarly
localized turbulent mode in a slightly different perturbation field scenario,
which might be related to the density pump effect [153].

X-point Radiator Regime

Another ELM-free H-mode regime, which can be achieved with a specialized
external actuator, is the regime of a strong X-point radiator (XPR). For this
purpose, impurities, e.g. nitrogen or argon, are puffed in a controlled manner
to sustain a localized radiation zone close to the active X-point at a
desired vertical position [154, 155]. This way, the divertors are detached, i.e.
the power (and particle) fluxes to the divertor plates are significantly reduced
by means of a radiation induced pressure drop, so that the heat deposition
on the PFCs is reduced to acceptable values even at highest heating power
input.

Figure 2.12: Camera image in the visible range of an X-point radiator plasma
close to the L-H transition. A large fraction of power is radiated as line emission
toroidally along the X-point due to the presence of nitrogen giving rise to the ring-
like radiation structure. The divertor is detached in this situation. The usually
visible D-alpha line radiation at the inner heat shield and in the outboard SOL does
not appear due to very low temperatures in the SOL .
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As a side effect, the plasma does not exhibit ELMs, when the XPR is
placed at a certain vertical position above the X-point. This regime provides
a natural solution for the power exhaust challenge and comes without ELMs,
both being prerequisites for a tokamak reactor.

This regime is fascinating due to many reasons: it is accompanied by a
beautiful levitated annular structure of radiation (see figure 2.12), it can be
combined with many other regimes due to its unpretentious requirements (it
only needs controlled impurity seeding and a minimum power input), and its
physics is close to be fully understood due to the availability of comprehensive
numerical modeling [156] and simplified analytical models [157], which were
quantitatively validated with experiments.

2.3.2 Transition to H-mode

The transition from L-mode to H-mode (L-H transition) was mainly inves-
tigated as a transition from L-mode into ELMy H-modes in the past. Since
the ELMy H-mode is often the starting point to explore other types of H-
mode regimes, the following discussion of the transition dynamics qualita-
tively applies likewise on transitions from L-mode into the EDA H-mode, the
QCE regime, the XPR regime, the QH-mode and plasmas with MPs applied.
However, the operating conditions of these different regimes involve bound-
ary conditions, like the plasma shape and presence of impurities, which can
quantitatively change the power threshold necessary to achieve the H-mode.
These dependencies will be discussed in more detail in chapter 4. The transi-
tion into the I-mode is qualitatively different to the transition into H-mode,
so that it will be discussed separately in the next section.

The L-H transition takes place spontaneously as it is shown in figure
2.13. At a certain heating power, the confinement of the plasma increases at
a specific time point (t = 15.76 s). This confinement change is indicated by a
significant rise of the stored energy, a rise of the edge temperature,
rise of the density and a sudden drop of the Hα light emission, which
can be interpreted as an indicator for edge transport.

This behavior of sudden spontaneous changes of parameters exhibiting
a discontinuity (in this case it is a jump of the Hα light emission, but the
turbulence amplitude [158] or the divertor currents [159] show similar jumps)
resembles a first-order phase transition, e.g. from liquid to solid state exhibit-
ing a discontinuity in the density. In the language of phase transitions, the
edge transport is the ordering parameter for the edge plasma and this
physical system, exhibits a bifurcation between a state of high turbulence
and weak flows (L-mode), and a state of low turbulence and strong flows
(H-mode). Therefore, models involving a bifurcation in (edge) transport or
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radial electric field [160, 161, 162, 163, 164] were proposed to explain this
sudden changes at the edge.

1

2

3 a) JET-ILW 82221

WMHD (200 kJ)
¹ne; core (1019m¡3)

¹ne; edge (1019m¡3)
Te; edge (100 eV)

0.0

0.5

1.0

1.5
b)

PICRF (MW)
PRad (MW)
POhm (MW)

15.00 15.25 15.50 15.75 16.00 16.25 16.50 16.75
t (s)

0.2

0.3

0.4

H
®
 (a
:u
:)

H mode

c) H® (a: u: )

Figure 2.13: L-H transition in a deuterium plasma at the JET tokamak. At a
certain step of injected ICRH power (black line in b), the stored energy (red), the
edge temperature (yellow) the densities in the core (purple) and edge (dark blue)
spontaneously start to rise. This indicates a phase of better confinement and, hence,
marks the L-H transition. At this time point, the Hα light emission (c) suddenly
drops indicating that the edge transport is reduced.

The decisive external control parameter to switch from L-mode to
H-mode is the heating power of the plasma. It turned out that the L-H tran-
sition is achieved when the heating power exceeds the L-H power threshold
PLH. Similar as for other types of phase transitions, a phase diagram can be
used to indicate under what conditions the plasma is in H-mode. Typically,
the L-H power threshold PLH is drawn against the line-averaged electron den-
sity of the plasma n̄e. This parameter is chosen due to its good availability
and due to the comparably strong dependence of PLH on density.

A typical phase diagram in the PLH-n̄e plane is shown in figure 2.14. The
separation line, PLH, between L-mode and H-mode is in most cases a U-
shaped curve. For input powers above PLH, the plasma is in H-mode, below
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H-mode
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Figure 2.14: Phase diagram of confinement regimes in a tokamak. Above the
power threshold PLH(black line), the plasma is in H-mode, below in L-mode. Typi-
cally, the power threshold curve exhibits a minimum when drawn against the line-
averaged density n̄e. The density, where the minimum of PLH is achieved, is referred
to as n̄e,min. The branch on the left of n̄e,min is called the low density branch, and
on the right referred to as high density branch. Plasmas with lowest densities are
very difficult to be achieved, but when successful, the plasma stays in L-mode even
for very high input powers. The black line of PLH is the fit curve for AUG data at
a plasma current of 0.8 MA and a magenetic field of 2.5 T [47].

the line in L-mode. The density, at which the minimum of PLH is achieved,
is referred to as n̄e,min. The PLH on the right of n̄e,min is the high density
branch, on the left of n̄e,min the low density branch. Very low densities are
difficult to achieve in a tokamak. But data in this region indicate, that it is
impossible to enter H-mode at such low density, at least when heated with
electron heating [165].

The L-H transition is one of the most fascinating phenomena at the
plasma edge due to its self-organizing nature, which impacts small scales,
like turbulent fluctuations as well as macroscopic parameters and the over-
all confinement of the plasma. But it is also extremely important for the
dimensioning of energy producing fusion reactors. First of all, PLH defines
the necessary minimum heating power for a reactor to fulfill the requirement
to run in H-mode [19], and thus tells plant designers what heating power
capabilities are needed for the reactor. Secondly, and this is even more im-
portant, PLH has direct impact on the size of a tokamak reactor [166]. This
is due to the need to minimize the heating power, in order to stay below
the material limits to withstand the high heat fluxes in the divertor, and the
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need to maximize the heating power in order to stay above PLH allowing for
H-mode operation. Therefore, the prediction of PLH is essential for a decent
reactor design. A good prediction of PLH and its (known strong) isotope
dependence is also needed to decide whether the non-nuclear phase of ITER
can run in hydrogen, or whether a helium campaign has to be scheduled in
addition [167].

Unfortunately, the power threshold PLH depends on various more param-
eters and cannot be quantitatively predicted with existing models despite it
was already discovered more than 40 years ago. Due to the lack of a sufficient
model, only regressions of PLH data from a multi-machine data base can be
used in order to extrapolate PLH to future devices. The most commonly
used scaling is the ITPA scaling, PITPA (in MW) [168], which applies only
for deuterium plasmas and for the high density branch of PLH. It exhibits a
dependence on line-averaged electron density n̄e in units of 1020 m−3, toroidal
magnetic field Bϕ in T and the plasma surface S in m2:

PITPA = 0.0488n̄0.72
e B0.8

ϕ S0.94. (2.13)

The multi-machine data base, which was used to infer PITPA, contained the
power threshold data of deuterium plasmas in different machines expressed
in terms of the total power loss

Ploss = Pohm + Paux −
dW

dt
, (2.14)

which equals the sum of the whole input power from ohmic heating, Pohm, and
auxiliary power, Paux, from other heating systems like NBI, ECRH or ICRH
heating, and the rate of change of the energy content. Ploss is sometimes also
called net heating power Pnet.

In plasmas with high radiation fractions, as it is typical for JET, the
power threshold is more reproducible, i.e. more coherent and systematic
power threshold graphs can be achieved, when the radiated power inside the
bulk plasma, i.e. inside the separatrix, Prad, is subtracted from Ploss. This
quantity corresponds to the net power reaching the separatrix by transport
losses and reads

Psep = Pohm + Paux −
dW

dt
− Prad = Ploss − Prad. (2.15)

The scaling 2.13 agrees with measurements of PLH in existing devices
within a factor of about two at the high density branch, but many additional
factors have been identified, which impact PLH. These further parameter
dependencies of PLH and some selected models of the L-H transition will be
discussed in more detail in section 4.
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2.3.3 Transition to I-mode

Similar to the transition from L-mode to H-mode, the transition from L-mode
to I-mode is accompanied by an increase of the temperature and, hence, an
increase of the energy content of the plasma. But it does not show a
rise in density. This is depicted in figure 2.15 for a an I-mode at AUG in
unfavorable configuration. Due to this, only a pedestal in the temperature
profile, but not in the density profile is created (see figure 2.11).

Figure 2.15: Time traces of I-mode access at AUG (adapted from [169]).
When the NBI power (a) rises, the plasma transitions from L-mode to I-mode
at T = 2.48 s indicated by a rise in temperature (b), plasma energy content (c)
and poloidal plasma beta (d). The density (e), however, stays on a constant level.
Instead of a suppression of broadband turbulence as in H-mode, the I-mode is ex-
hibiting a weakly-coherent mode (WCM) as visible in density diagnostics like the
normal incidence reflectometers measuring at ρpol = 0.99 (f).
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Instead of broadband turbulence as typical for L-mode (see figure 2.15f,
prior to T = 2.48 s), the I-mode exhibits a relatively narrow band of turbulent
fluctuations referred to as the weakly coherent mode (WCM). When the
heating power is further increased during the I-mode, a second transition,
from I-mode to H-mode, happens as shown in figure 2.15 at 4.82 s. Here, the
density fluctuations (f) fully vanish at all measured frequencies, indicating
that the edge turbulence is almost fully suppressed. Consequently, a stronger
transport barrier has formed, which now impacts also the density, and the
density and temperature rise strongly during this short, non-stationary H-
mode phase. This clearly shows, that the confinement in H-mode is better
than in I-mode, while the I-mode showed already a clear improvement of the
thermal confinement with respect to the L-mode. The E×B flow in I-mode
is likewise between L-mode and H-mode levels [48]. When the L-mode is
specified as a state of strong broadband turbulence and low flow shear, and
the H-mode as a state of low turbulence and strong flow shear, then the
I-mode is a state of narrow band turbulence and medium flow shear.

Figure 2.16: Range of existence (phase diagram) of I-modes (circles) and L-
I transitions (triangles) (reprinted from [170]). The y-axis indicates the heating
power (Ploss) normalized to the density and surface of the plasma, and the x-axis
the toroidal magnetic field. At higher magnetic fields, the I-mode can exist in a
larger power window between the I-mode power threshold (green line) and the H-
mode threshold according to the ITPA scaling 2.13 (red dashed line).

In contrast to the power threshold of H-mode access, PLH, according to
the scaling 2.13, which is proportional to B0.8

ϕ , the power threshold for the
I-mode access seems to scale as B0.26

ϕ [170, 171]. This can explain, why
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the power window for the I-mode at most of the operating devices, which
operate mostly below 3 T, is so narrow. And it implies that a fusion device
with larger magnetic field, as it was the case for Alcator C-mod [121] and
as it will be the case for most of the power plant concepts [19], has a much
wider power window for the existence of the I-mode. This is shown in figure
2.16. Consequently, one of the most ambitious high-field tokamak reactor
concepts envisages the I-mode as ELM-free reactor regime [172].

2.4 Filaments

Filaments are tube-like structures, which are extended along the mag-
netic field line and appear most prominently in the SOL. They manifest as
local and typically large pressure perturbations with respect to the
background plasma being strongly anisotropic due to the fact that they
extend several (tens of) meters into parallel direction, but only exhibit a size
of a few centimeters in perpendicular direction. A filament is schematically
shown in figure 2.17.

B

Filament
Cutting plane

Cutting plane

Main plasma

r

q

Figure 2.17: Schematic of a filament. The filament (purple) detaches from the
main plasma (magenta) and propagates radially outward. It is extended along the
magnetic field line and, hence, much larger in parallel direction than perpendicular
to the magnetic field line.
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2.4.1 Blobs

Blob filaments, or simply blobs [39, 173], appear in all plasma regimes in
the SOL of a tokamak. They are small in size in perpendicular direction
compared to other filaments (see below), typically several millimeters up to
a few centimeters. Nevertheless, their associated pressure perturbation is
in the order of 100 %, i.e. the background pressure is doubled during
the lifetime of the blob, which is typically in the order of 10 µs to 100 µs.
They appear quite frequently, in the order of 1000 blobs per second. They
don’t appear with a constant frequency, but emerge randomly, so that the
distribution of the waiting time, i.e. the time between two blobs, is broad.
The smaller the size the more frequent blobs appear, so that in most cases an
exponential distribution function for the waiting time can be found [174, 175].
Blobs appear very clearly and with high frequency in L-mode, but they also
appear in inter-ELM phases of the H-mode with slightly changed properties
[176, 177, 127]. Compared to other filaments, blobs exhibit a finite but very
small magnetic signature [178], thus, the dynamics of filaments is not
dominated by electromagnetic effects for most of the relevant blob regimes.
An example of a measured cross section of a blob emerging at the separatrix
and moving radially outward is depicted in figure 2.18.

Figure 2.18: Measured evolution of a single blob as it appears in the poloidal
cross section at NSTX with gas puff imaging (adapted from [179]). This set of
consecutive frames shows how the blob detaches from the separatrix (yellow line)
and moves radially outwards towards the wall.

Although considered for a long time as a nice but irrelevant side effect
of edge turbulence, blobs are in fact very relevant for a fusion reactor for at
least two reasons: First, the associated perpendicular convective transport
due to blobs in the SOL is the dominant perpendicular loss channel, which
contributes to reduce the heat load caused by parallel fluxes into the divertor
by facilitation of divertor detachment and broadening of the power decay
lengths. In this aspect, a high blob transport could be beneficial to support
the heat exhaust solution in a tokamak reactor. Secondly, the blobs can
provide a significant particle and heat flux to the first wall, especially at
high densities [180, 181] giving rise to undesired erosion of PFCs [182]. It is
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investigated [116, 183] whether it is possible to combine the favorable effect
of heat flux reduction by blobs with a sufficient reduction of the undesired
effect of erosion of the first wall in a future reactor, but is not certain whether
a sufficient solution will be found.

Further properties of blobs like their role in the high density transition
and the potential of eroding PFCs as well as simple analytical models for
their size and propagation are discussed in detail in chapter 3.

2.4.2 Edge Localized Modes

Edge localized modes (ELMs) are pronounced bursts at the edge of the
plasma appearing exclusively in H-mode and expelling significant amounts
of heat, particles and impurities in one or several large filaments per bursts
(see figure 2.20). They can occur with very regular and fixed frequency, but
sometimes they also appear intermittently. ELMs exhibit a strong mag-
netic signature, so that they are clearly visible in magnetic pick-up coils.
A typical time trace of ELMs after the L-H transition is shown in figure 2.19.

Type-III ELMs

L-H transition

Type-I ELMs

Figure 2.19: Typical scenario of ELMs appearing after the L-H transition. Due to
the increase in NBI heating power (red line), the energy content W (black line in a)
and temperature at the edge (orange line) rise slowly. At a certain time (t = 3.43
s), the plasma enters H-mode indicated by the drop of the divertor shunt current
(green line), and the density in the core (dark blue line) and edge (blue line) start
to rise. The small bursts in the divertor shunt current Idiv and the magnetic probe
signal Ḃθ (c) directly after the L-H transitions indicate type-III ELMs. After a
short ELM-free phase, type-I ELMs appear.
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There are at least three types of ELMs, with different properties [184,
115]:

Type-I ELM: This is the largest type of ELM, expelling up to 15 % of
the total plasma energy content within one burst [185] after the H-
mode pedestal has fully developed after the L-H transition. It has two
main characteristic features: the occurrence frequency increases
with increasing heating power, and it does not exhibit typical
magnetic precursors as other ELM types (although certain high fre-
quency modes can exist prior to type-I ELMs [186, 187]). Large type
one ELMs are a severe threat for a fusion reactor and regular type-I
ELMs probably have to be avoided by any means for a stationary re-
actor plasma scenario [188, 116]. It is well accepted that type-I ELMs
hit the ideal peeling-ballooning limit [24, 126] giving rise to an
explosive burst of plasma at the edge.

Figure 2.20: Pressure fluctuation pattern around the X-point due to a type-I
ELM triggered by the peeling-ballooning instability. This is a simulation output of
the non-linear reduced MHD code JOREK (adapted from [189]). An ELM event
manifests as ejection of rather a group of filaments instead of only a single filament.
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Type-II ELM: They are much smaller in amplitude and much higher
in frequency than type-I ELMs and they appear only at higher val-
ues of elongation or triangulation or closeness to double null.
Type-II ELMs don’t possess clear main features (e.g. frequency de-
pendence of heating power), which might have contributed to the fact
that discharge phases with them are also called grassy ELMs [133, 134],
small ELMs [129] or QCE scenario [104, 127].

Type-III ELM: Type-III ELMs appear typically directly after the L-H
transition, sometimes during the pedestal build-up. They exhibit two
clear features: the frequency decreases with increasing heating
power, and each ELM burst is initiated by a characteristic magnetic
precursor. More and more indications are found, that type-III ELMs
are the same phenomenon as the limit-cycle oscillations (LCOs) after
the L-H transition (see chapter 5) [159].

There are additional types of ELMs proposed [24], but they do not appear
in all tokamaks, so that we do not consider them here.

Despite the undesired property of providing (too) high transient heat
loads on PFCs in reactors, ELMs can be of use in present devices to keep
the impurity concentration low by flushing-out impurities [190]. Pacing, i.e.
triggering them, by means of pellets [191] or vertical kicks [192] of the plasma
has become a robust and important method for controlling impurity concen-
trations in nowadays fusion experiments .

2.4.3 Pedestal Relaxation Events

The I-mode (see section 2.3.1) is considered as being ELM-free. However, it
turned out, that the I-mode likewise exhibits ejections of heat and particles
during intermittent turbulent density bursts, when the heating power is
quite high, i.e. in I-mode scenarios close to the transition from I-mode
to H-mode [193, 194]. These events are called pedestal relaxation events
(PREs) [120] and seem to be related to the WCM (see section 2.5.7) [169].

They are much smaller than type-I ELMs and the relative energy loss of
the pedestal due to PREs is only 1 % [194] compared to up to 30 % [149] for
type-I ELMs. Consequently, the power load on the divertor due to PREs is
comparably low, but still above the material limits for large PREs as they
appear close to the I-H transition when extrapolated to reactor scale devices,
if no further heat load reduction schemes are found [120]. They share some
properties with type-III ELMs, e.g. a precursor activity and the amount of
power loss. But in contrast to type-III ELMs, their frequency increases with
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Figure 2.21: Appearance of I-mode PREs in the typical AUG parameter range. (a)
ECRH (blue) and NBI (black) power. (b) Requested βpol (red) and measured value
(black). (c) Line-averaged core electron density. (d) Electron temperature at ρpol =
0.95 (purple) and H-factor (black). (e) Spectrogram of electron-cyclotron emission
(ECE) radiation temperature measured at ρpol = 0.99. (f) Radiation measured by
a diode bolometer with line of sight in the upper divertor region. (g) Heat flux onto
the upper outer divertor target. Panels (h), (i) and (j) show a magnification of the
pedestal top electron temperature, divertor radiation and outer divertor heat flux,
respectively, in two different time windows with and without PREs. Panels (k), (l)
and (m) show a magnification of the pedestal top electron temperature, the Ḃθ and
Ḃθ signal measured by magnetic pick-up coils during an I-mode PRE (reprinted
from [194]).
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Simulation

Experiment

LCFS

LCFS

Figure 2.22: Comparison of one PRE in the experiment (top three panels) and the
GEMR simulation (bottom) as presented in reference [195]. The top panel shows the
normalized intensity of a radial array of the thermal helium beam diagnostics. After
the appearance of a precursor mode close to the LCFS (dashed line), which is better
visible in the time trace of a single helium beam channel (second panel), stronger
magnetic field activity is measured with a magnetic pick-up coil (third panel), and
the PRE is expelled. The PRE propagates radially outwards as indicated in the
first panel by the tilted stripe in the radius-time domain. The precursor activity
close to the LCFS, the PRE burst and its outward propagation is also visible in the
simulation (bottom panel) and takes place on a similar time scale.
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heating power. Nevertheless, PREs are not type-I ELMs, since they appear
far below the peeling-ballooning stability limit [194]. A typical I-mode plasma
with PREs is shown in figure 2.21.

The PREs were reproduced with the global gyrofluid turbulence code
GEMR [195]. Although the simulations do not perfectly agree in all input
parameters (e.g. the plasma beta is higher in the experiment), the simi-
larity of experiment and simulations is remarkable. This is shown in figure
2.22. The following physical mechanism of the PRE is suggested: due to
the high parallel conductivity at elevated electron temperatures, the electron
and ion temperatures decouple and the electron temperature fluctuations are
reduced. This gives rise to the (comparably coherent) WCM in the context of
a weak ion temperature gradient drive as discussed in [196], and the WCM
serves as a kind of precursor oscillation of the PREs. If the beta is suffi-
ciently high, this precursor mode including its higher harmonics gives rise to
magnetic fluctuations, and an accompanied change of the cross-phase from
drift-wave-like to interchange-like boosts the transport leading to a strong
burst. This is the PRE.

2.5 Temporal Structures

The structures presented above exhibit a characteristic order or pattern in
space or phase space. The structures introduced in the following feature
order or pattern formation in the time domain. They are more or less regular
oscillations, mostly non-sinusoidal, and they appear at different locations of
the edge plasma and within a very specific parameter range.

2.5.1 Fluctuation State in the Divertor

On the way towards divertor detachment, e.g. by rising the gas fu-
elling and, hence, density while keeping the heating power constant, pro-
nounced radiative fluctuations located close to the X-point can ap-
pear [198]. This fluctuation state (FS) appears between the onset state of
detachment (OS) and the complete detachment state (CDS). It is character-
ized by broadband fluctuations in the low kilohertz range (see figure
2.23) [197]. They can be detected with fast bolometer diodes, but are likewise
visible in data of Langmuir probes at the divertor tiles [198] and in fast Dα

light emission [199]. The frequency depends on the magnetic field direction
and on the mass of the fuelling species. The latter was also found for an
oscillation of a detachment state in a linear plasma [200], but it is not clear
whether the physics there is the same as being active during the FS.
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Figure 2.23: Fluctuation state (FS) of the divertor (adapted from [197]). At
a certain intermediate state of divertor detachment, fluctuations in the low kilo-
hertz range (spectrogram at the bottom left panel) appear in signals of fast diode
bolometers (time trace top left). The strongest intensity of the fluctuations appear
in signals of the red lines of sight (LOS) of vertical and toroidal bolometer channels
(left).

A qualitative model suggests [201], that the FS is generated by the complex
dynamics of the ionization front close to the X-point at the inner divertor.
For increasing fuelling, the ionization front moves upstream. This proceeds
up to a point, where the ionization cannot be supported by neutrals from the
divertor region anymore, since the direct path from the recombination zone
at the inner target is blocked by the inner divertor nose. Due to this, the ion-
ization front quickly falls back downstream towards the inner target. Then
it moves upstream again as before, and this repetitive dynamics produces
the oscillatory behavior of the FS. This picture, however, was not yet quan-
titatively confirmed by simulations involving the complex atomic physics, so
that the frequency of the fluctuations cannot be predicted yet.

Although the physics of the FS is not quantitatively understood, it is a
useful and easily detectable indicator of a progressed detachment state (see
next section 2.5.2).
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2.5.2 Divertor Oscillations

Divertor oscillations (DO) are regular alternations between two bi-stable
states of divertor conditions. In one state, the outer divertor is par-
tially detached (low temperatures and low ion fluxes at the target), the main
plasma density increases and the Dα light emission in the inner divertor is
low. The divertor is in the fluctuation state (FS, see above). During the other
state, the outer divertor is in the high-recycling regime, the main plasma den-
sity drops and the Dα light emission in the inner divertor is high. The whole
divertor is considered to be in the onset state (OS) [201, 197]. The outer
and inner parts of the divertor show an opposite trend, so that e.g.
the Dα emission (or divertor shunt currents) in the outer divertor is increased
when it is decreased in the inner divertor and vice versa. Time series of two
DO cycles are shown in figure 2.24.

DOs appear only above a certain power threshold, but are still below
and typically close to the L-H transition power threshold in the high density
branch (see section 2.3.2) [199]. Under certain conditions, they can also
appear in H-mode [202]. The frequencies at AUG are between 7 Hz and
70 Hz and at JET around 10 Hz in L-mode and 100 Hz in H-mode. At JET,
there are indications that the L-H transition to a sustained H-mode only
happens, when the outer divertor is in the high-recycling regime, never when
it is detached. This could be related to the radial electric field in the SOL,
which is larger for higher target temperatures and might indicate that the
outer shear layer of the Er well contributes to the turbulence suppression in
H-mode (see chapter 4). The DOs were predicted by theory [203, 204] and
are related to a bifurcation, which can be derived from the plasma and atomic
physics present in the divertor [205]. A conclusive mechanism is proposed
in [201] and works as follows: The cycle starts in the OS, i.e. the outer
divertor is in the high recycling regime and the inner divertor is (close to be)
detached. When the fuelling is increased (or the heating power decreased),
the ionization front at the inner target moves upstream i.e. upwards along the
magnetic field lines at the HFS. When the ionization front has moved above
the X-point, the private flux region (PFR) becomes transparent for neutrals,
since there is not enough hot plasma in the inner target, which would hinder
them. Therefore, the neutrals reach the outer target and increase the density
and reduce the temperature there. The outer target leaves the high-recycling
regime when the temperatures fall below about 10 eV and the outer divertor
starts to partially detach. In the meantime, the FS takes place at the inner
target as explained above (see section 2.5.1). In this state, due to the lower
temperature in the divertor region, the neutrals reach the confined plasma
better and the density of the main plasma rises. This reduces the neutral
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Figure 2.24: Typical time traces of divertor oscillations at AUG. The time traces
show the Dα radiation (a), diode bolometer signals from different LOS (b), the
spectrogram of the X-point radiation (c), neutral flux (d), plasma stored energy
W , central and edge line-averaged density (labeled as H1 and H5) (e), electron
temperature (f) and density (g) measured by Langmuir probes closest to the strike
line in the divertor, and the heating power (h). Reproduced from [201].
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content in the PFR (the plasma absorbs more neutrals then provided by the
sources) and, in addition, the lower temperature in the outer target reduce
the E × B drifts, which shuffled ions from the outer to the inner target. At
a certain point, there are not enough ion flux and neutrals available, so that
the ionization front above the inner target moves downstream towards the
target. Once it is below the X-point, the PFR becomes opaque for neutrals,
and, hence, the outer target is not sufficiently supplied by neutrals anymore.
Therefore, the detachment process at the outer target ceases and the high-
recycling regime is recovered there. In this situation, the divertor is in the
OS again, and the cycle can start from the beginning.

2.5.3 Limit-Cycle Oscillations after the L-H Transition

Directly after the plasma has accessed the H-mode, limit-cycle oscilla-
tions (LCOs) with typical frequencies in the low kilohertz range can occur.
They are visible in signals of the Dα radiation, the divertor shunt currents,
the poloidal magnetic field perturbations Ḃθ, the toroidal loop voltage, the
edge density and temperatures, but most prominently they were discussed as
oscillations of the turbulence amplitude and the radial electric field
(equivalent to flows) [206, 207, 208]. Due to the non-sinusoidal shape of
the signals in time series and the fact, that the measured quantities, e.g. the
turbulence amplitude vs. E × B flow, form circles in an appropriate phase
space due to a phase delay between the quantities, the term limit-cycle
oscillations prevailed. An example is shown in figure 2.25.

Due to the similarities known from population dynamics, the LCOs were
called predator-prey cycles initially interpreting the turbulent energy as prey
and the Reynolds-stress-driven zonal flow as predator [209]. This dynamics
predicts a clockwise evolution in phase space corresponding to the type-
Y cycles (see figure 2.25). However, experimentally also type-J cycles, i.e.
counter-clockwise dynamics were found. The latter points to a central role
of the background pressure gradient and was then described with extended
predator-prey models successfully showing type-Y or type-J cycles similar
as in the experiments [210, 211]. Both types of LCOs appear also in fluid
simulations of the L-H transition, which coexist at different radial positions
[212]. The RS driven zonal flow is not a stringently required ingredient to
produce a LCO dynamics as many models without turbulence-driven ZFs
demonstrate [213, 161, 214, 215].

When the heating power is chosen properly, i.e. marginally above the
L-H power threshold, the plasma can steadily stay in this state of LCOs.
Therefore, this plasma regime has been labeled with dedicated names: I-
phase at AUG emphasizing the intermediate character between L-mode and
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H-mode [216] similar to the IM-mode at DIII-D [217, 218], M-mode at JET
highlighting the magnetic activity [219], and LCOs as a general name at other
devices [220, 221]. At HL-2A and EAST, the term I-phase was borrowed
[222, 223, 224, 225]. Direct comparisons with the same methods by the same
person have clearly demonstrated, that the I-phase at AUG and the M-mode
at JET is the same phenomenon [226].
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Figure 2.25: Limit-cycle oscillations (LCOs) at HL-2A (adapted from [223]).
The Dα signal (top) indicates the transition from L-mode (before 505 ms) to the
LCO phase (505 ms to 525 ms) and finally to fully established H-mode (from 525
ms). The colored frames at the top indicate the time windows, for which LCOs
in the phase space are shown in the same color at the bottom. The phase space
is spanned by the turbulence amplitude (measured as the Hilbert envelope of the
density signal) and the radial electric field. Both quantities are measured with a
Langmuir-probe array. The early cycles rotate clockwise called type-Y cycles, while
the counter-clockwise cycles are dubbed type-J.

The LCOs can also appear at high heating power, when the major part of
the power is cooled away by radiation, so that the remaining power reaching
the separatrix is close to the power threshold [227]. Thus, proximity to the
L-H power threshold is a necessary condition for the appearance of LCOs.
Although the LCOs were considered to exist prior to the L-H transition (as
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reflected in the titel of reference [206]), most of the studies nowadays consider
the LCOs as a part of the H-mode, since the confinement improvement and
the (transient) formation of a pedestal is clearly visible after the LCOs have
emerged. Under some conditions, however, less coherent LCOs with smaller
amplitudes can be present prior to the H-mode. These will be discussed
in section 2.5.5. More details about the experimental appearance of LCOs
at AUG and the possible role of ZFs are given in chapter 5. Additionally,
experimental results will be presented suggesting that type-III ELMs and
LCOs are the same phenomenon.

2.5.4 Dithering Transitions

The dithering transitions give rise to an oscillatory alternation between
L-mode and the I-phase (see section 2.5.3), and only appears at the high-
density branch (see section 2.3.2), when the heating power is marginally
above the L-H power threshold. Since the I-phase is part of the H-mode,
indicated by the drop of the Dα signal (or divertor shunt current), dithering
transitions labeled as L-I-L [51, 225] or L-H-L transitions3 [228], can easily
be detected by oscillations in Dα, with a simultaneous oscillation of density
and temperature at the edge. An example of a dithering transition at JET
is shown in figure 2.26.

The density and temperature is high in the state of low Dα (I-phase), and
in this state, likewise LCOs can be usually detected (typically only a few
spikes). The frequency of dithering transitions is in the range between 2 Hz
and 200 Hz. Hence, it is in a similar frequency range as the DOs (see chap-
ter 2.5.2), although the frequencies of DOs are typically lower for the same
plasma conditions, and it is sometimes not easy to discriminate them, since
both phenomena appear at the high density branch of the L-H power thresh-
old. But the following differences exist: Dithering transitions are clearly
visible in the edge temperature signals due to the improved confinement in
I-phase compared to L-mode phases. This is not that clear in the case of
DOs. The density oscillates in both cases similarly. Another difference takes
place in divertor signals, e.g. the Dα signal at the inner and outer target: the
dithering transitions modulate the Dα signals rather in phase (the confine-
ment improvement due to the I-phase affects both divertor sides similarly),
while during DOs they are mostly in anti-phase due the physics explained
above. This is also reflected in signals of the ion-saturation current of Lang-
muir probes at the target, which are usually more symmetric in the case of

3The dithering and L-H-L transitions discussed in references [213, 161] are in fact LCOs
as it is known today.
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dithering transitions than during DOs. However, the safest discrimination
is possible by comparing the fluctuation signals: dithering transitions show
the typical spikes of the LCOs burst in different signals during the I-phase,
which are absent in all phases of DOs [229], and on the other hand, DOs
exhibit the broadband modes at the X-point related to the fluctuation state
(see section 2.5.1), which are absent in dithering transitions.
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a) JET-ILW 98574 WMHD (100 kJ)
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Figure 2.26: Typical dithering transitions at JET. In this pure tritium discharge,
the ICRF heating power is continuously ramped up (black line). Due to this, the
L-mode enters the first time the H-mode at t = 10.79 s indicated by a drop of the
Hα emission (green), a rise in densities (dark blue and purple), energy content
(red), ohmic power (magenta), and radiated power (light blue). After 130 ms, the
plasma falls back into L-mode and three further dithers appear, before a sustained
H-mode is reached. The broadband fluctuations visible in the Hα signal during the
H-phases are the LCOs bursts, since these are actually I-phases.

The reason for dithering cycles is the following: during the heating ramp,
the plasma enters the H-mode when the heating power, or more precisely
Psep, exceeds the (density dependent) power threshold PLH(n) (see figure
2.27). Due to this, the confinement improves and, thus, the density rises. If
the heating ramp is sufficiently slow, this rise in density, dn/dt, can let the
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plasma drop out of H-mode if

dPsep

dt
<

dPLH

dn
· dn
dt

. (2.16)

This means that the operational point of the plasma moves to the right
in the PLH-density plane in figure 2.27 and falls back into L-mode again.
This dropping out of H-mode is facilitated by two further contributions:
First, the dW/dt term in Psep is typically rising after the L-H transition,
hence, lowering Psep, and, secondly, the improved confinement typically leads
to higher impurity concentration and, hence, higher radiation, Prad, which
likewise lowers Psep. At some point, e.g. when the rise in density saturates
while the heating ramp continues, Psep exceeds again PLH and the plasma
enters H-mode again. The L-H-L cycle starts from the beginning.

H-mode

L-mode

Figure 2.27: Qualitative mechanism of the dithering transitions. A heating power
ramp started in L-mode at relatively high density (blue vertical arrow) let the plasma
transition to H-mode, when the power through the separatrix, Psep, exceeds the L-H
power threshold, PLH (black line). Due to the confinement improvement in H-mode,
the density rises and the operational point moves to the right (magenta arrow), so
that the plasma falls back in L-mode. The rise in power and drop of density due to
worse confinement in L-mode (blue curved arrow), let the operational point cross
again the PLH-curve and the next H-mode is achieved. This dithering between L-
mode and H-mode continues until the heating power ramp has finished or the plasma
disrupts due to reaching the L-mode density-limit in one of the L-mode phases.
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2.5.5 Small Amplitude Limit-Cycle Oscillations

The small amplitude limit-cycle oscillations (SAOs) appear prior to the L-
H transition [225, 230, 231] in the low kilohertz range and are oscillations
of the same quantities as the LCOs, i.e. Dα signal, divertor shunt currents,
edge radial electric field, fluctuation levels etc., but have a much smaller
amplitude in the Dα signal of typically a few percent in SAOs compared
to up to 80 % in LCOs. In addition, SAOs are much less coherent, i.e.
with a larger noise contribution and a more irregular oscillation, and very
importantly, there is no confinement improvement involved during the
SAO phase. They were described as a phenomenon different from LCOs
the first time in reference [232] based on data in the EAST tokamak, but
indications for SAOs were already visible in the data of other experiments
[233, 234]. Due to its detailed investigations at EAST [225, 230], the name
SAO was established in order to separate it from the LCOs after the L-H
transitions as described in section 2.5.3, which are much more regular and
possess larger amplitudes although the frequency is the same.

Figure 2.28: Small amplitude limit-cycle oscillations (SAOs) at EAST (reprinted
from [230]) compared to I-phase and H-mode. The SAOs are visible in the Dα

signal in the outer divertor (top), the radiated power of an AXUV diode (middle)
and a magnetic pick-up coil (bottom). Compared to the I-phase bursts, they are
much smaller in amplitude and no confinement improvement is associated with the
presence of SAOs.
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As discussed below (see chapter 5), more and more indications are found
that the I-phase might not be dominated by the ZF-turbulence interaction
as suggested in reference [209]. But more and more evidence is gained, that
this ZF-turbulence interaction might be causing the dynamics of the SAOs.

2.5.6 Quasi-Coherent Modes

Quasi-coherent modes appear typically in ELM-free H-modes, either in
the transient phase between the type-III ELMs and the type-I ELMs of the
H-mode establishment [235, 236] or stationary in ELM-free regimes like the
EDA H-mode (see section 2.3.1) [121, 122] or the QCE regime (see 2.3.1)
[104, 127]. Most prominently, they are visible as large amplitude density
fluctuations in a range between 20 kHz and 150 kHz with a weak or
no magnetic signature. The QCM is thought to provide an additional
loss channel [124] for particles and impurities, so that the H-mode does
not suffer in impurity accumulation, and the edge profiles are kept below the
peeling-ballooning limit to avoid ELMs. Thus, it plays a decisive role for the
attractive EDA H-mode regime.

LCFS

QCM

Figure 2.29: Quasi-coherent mode (QCM) in EDA H-mode at AUG measured
with the thermal helium beam diagnostic (adapted from [127]). As shown on the
left, the QCM appears as a comb-like structure in the radius-time domain around
the LCFS. The structures further outward are blob filaments. A Fourier spectrum
of the 587 nm line intensity measured at the LCFS (right) shows a very coherent
peak at 29 kHz indicating the QCM.
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As shown in figure 2.29 on the left, the QCM can be very coherent, i.e.
the width of the QCM peak in the Fourier spectrum amounts to only a few
kilohertz. But also very broadband versions of the QCM exist, e.g. in the
QCE regime [127].

The QCM has a normalized poloidal wavenumber of about kθρs ≈ 0.06
with the poloidal wavenumber kθ and the drift scale ρs =

√
miTe/(eB) with

electron temperature Te [124]. Its maximum amplitude is located slightly
inside the LCFS, but the mode can be detected in a broader radial region [127,
124, 123]. GYRO simulations indicate that the QCM could be a dissipative
trapped electron mode [236], but also resistive ballooning X-point modes
are a candidate [237] as well as a pressure-driven surface wave [238] and a
turbulent saturated state consisting of a poloidally arrayed train of blobs
[239].

2.5.7 Weakly Coherent Modes

Similarly to the QCM, the weakly coherent mode (WCM) is visible in den-
sity fluctuations in the range of 80 kHz to 300 kHz, but much more
broadband than the QCM (see figure 2.30) and with lower amplitude [119].
The WCM plays a decisive role to keep the plasma ELM-free and on
low impurity concentrations and is strongly connected to the I-mode
regime (see figure 2.15 in section 2.3.1) or generally speaking to all regimes,
which exhibit an “unusual” high L-H power threshold [118]. This is normally
achieved by choosing the unfavorable configuration i.e. with the ion-∇B-
drift pointing away from the active X-point, but also special plasma shapes
in favorable configuration (ion-∇B-drift pointing towards the active X-point)
open an access window to the I-mode due to the high L-H power threshold
[119]. There are some indications that the WCM also exists in L-mode phases
[169].

Simultaneously to the emergence of the WCM, a GAM (see section 2.1.4)
is visible in appropriate diagnostics (at Alcator C-mode the GAM is even
exclusively visible in I-mode) and both modes are coupled to each other as
bispectral analyses suggest [240, 241]. In this picture, the GAM is responsible
for the broadening of the WCM by modulation with the GAM frequency.

Fluid simulations with good agreement of experimental findings suggest
that the WCM is a drift-Alfvén wave driven by parallel pressure gradients
[242, 243] and that the WCM gives rise to a significant particle transport de-
spite the strong radial electric field shear flow and low potential fluctuations
due to a phase relation of π/2 between potential and density fluctuations
[244]. Gyro-fluid simulations with parameters similar to AUG plasmas inter-
pret the WCM as the remaining part of the turbulent fluctuation spectrum,
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when the large scales are reduced due to phase randomization by magnetic
field line stochastization while the small scales are subject to finite-Larmor-
radius effects [196]. As described in section 2.4.3, the WCM serves as a
precursor mode for PREs, when the plasma beta is sufficiently high, so that
magnetic fluctuations and an accompanied increase of the interchange drive
gives rise to a large transport event manifesting as the PRE.

Figure 2.30: Core (first panel) and edge (second panel) electron temperature from
the ECE diagnostics as well as spectrograms of the poloidal velocity fluctuations
(third panel) and density fluctuations (bottom panel) measured with gas puff imaging
(GPI) at Alcator C-mod (reprinted from [240]). The appearance of the GAM as
visible in the velocity fluctuations is strongly linked to the WCM manifesting as a
broadband feature in the density fluctuations.

2.5.8 Edge Harmonic Oscillation

A third type of mode at the edge, which prevents the H-mode plasma from
type-I ELMs and impurity accumulation similar as the QCM and WCM,
is the edge harmonic oscillation (EHO). It appears in the quiescent H-
mode (see section 2.3.1) [140, 141] or in other regimes of high rotational
shear (e.g. hot ion H-mode at JET were it is called the outer mode [245,
246]). As the name suggests, the EHO manifests in spectrograms of magnetic
probe signals as a set of pronounced coherent modes with harmonic
toroidal mode numbers n = 1, 2, 3, 4, etc localized in a radial region
between ρpol = 0.95 and ρpol = 1.0 with a relative peak amplitude of up to
40 % [248] at about ρpol = 0.97 [141, 137]. The lowest mode number has
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Figure 2.31: Time traces from DIII-D shot #163466 for (a) external counter
torque injection, (b) maximum Hahm-Burrell shearing rate in the outer shear layer
of the Er well in the edge pedestal, (c) RMS amplitude of magnetic signal from the
Mirnov coils for n = 1 and n = 2 dominant modes, and (d) magnetic spectrogram
from the Mirnov coils (reprinted from [247]). The higher harmonics in the spectro-
gram indicate the edge harmonic oscillations (EHO), which vanish below a certain
shearing rate.
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a typical frequency of around 10 kHz and the highest harmonics are
observed up to n = 15 [246]. Poloidal mode numbers of the lowest harmonics
are typically low, i.e. m = 3, 4 or 5 depending on the local safety factor qs
[249, 140].

As shown in figure 2.31, the frequency of the EHO depends on the E×B
velocity and decreases with decreasing torque input. Below a certain value of
the E ×B shear, the EHO vanishes and a type-I ELMy H-mode is achieved.
Under certain conditions, the standard QH-mode with a classical EHO can
transition to a wide-pedestal QH-mode with a broadband EHO, when the
torque is decreased to zero [143, 142]. The EHO is thought to be a low-n
saturated edge-current-driven kink-peeling mode, additionally destabilized
by rotational shear [106, 138, 250, 251]. It seems to need a certain minimum
rotational shear to excite the lower harmonics [142] in agreement with the
measurements.

2.5.9 High Frequency Oscillation

The high frequency oscillation (HFO) appears simultaneously to the EHO
and exists only in QH-mode. Its frequency is much higher than the
frequency of the EHO and typically in the range between 300 kHz and 500
kHz. Due to its high frequency, the HFO is not easy to measure and is mostly
visible in Mirnov coils measuring the radial component of the magnetic field,
Ḃr. The envelope of the amplitude of the HFO is modulated with the EHO
frequency as shown in figure 2.32, left.

The Dα emission from the outer divertor shows a similar modulation
indicating, that the transport is largest at large HFO amplitudes. This is
even better visible in figure 2.32, right, which shows a super-modulation on
top of the modulation with the EHO frequency, i.e. an additional modulation
of the HFO amplitude by about 1 kHz. The Dα emission follows mainly the
super-modulation on the time scale of about 1 kHz, which is correlated to the
HFO envelope. The modulation with the EHO frequency of about 10 kHz is
still visible as small amplitude oscillations, but not the dominant modulation.

The high frequency coherent edge fluctuations seen at DIII-D [252] seem
to be different from the HFO observed at AUG due to its missing signature
in magnetic probes.
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EHO cycle

Figure 2.32: The high frequency oscillation (HFO) and its relation to the EHO
in QH-mode. Left: Signals of a high-pass filtered magnetic pick-up coil measuring
Ḃr at the outer midplane (top), magnetic signal filtered around the EHO frequency
and its harmonics (middle), and Dα emission from the outer divertor (c) (bottom)
(adapted from [137]). The envelope of the HFO amplitude is modulated by the
EHO, and the Dα light indicating transport, is likewise modulated with the EHO
frequency. Right: Spectrogram (second panel) and zoom (first panel) of the magnetic
pick-up coil signal (third panel), and Dα emission from the outer divertor (bottom
panel) (adapted from [141]). In addition to the modulation of the HFO with EHO
frequency, a super-modulation at frequencies lower than the EHO can appear.

2.5.10 Inter-ELM Modes

Between type-I ELMs in a developed H-mode, strong mode activity can
be observed in magnetic probes measuring Ḃr, fast ECE-channels or reflec-
tometer signals [253]. The mode activity seems to be related to different
phases of the inter-ELM period, so that the presence of modes can be cor-
related to the strength of density and temperature gradients after an ELM
crash.

The most prominent modes appear at high frequencies, i.e. between
200 kHz and 500 kHz [186, 187, 254]. The toroidal mode number of the
modes is in the range between n = -10 and n = -12 (the negative sign
indicates propagation into counter-current direction in the lab frame) and
the normalized poloidal wavenumber was determined to be kθρs ≈ 0.04. The
modes appear in the last phase of the inter-ELM period, when the
temperature and density gradients are clamped until the next ELM crash
appears.
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Figure 2.33: Example of high-frequency inter-ELM modes at DIII-D (reproduced
from [186]). (a) Hα signal indicating the ELMs. (b) Magnetic fluctuation spec-
trogram displaying the inter-ELM fluctuations. (c) Integrated spectral amplitude
obtained from integrating the above spectrogram between 200 kHz and 500 kHz. (d)
Edge temperature evolution measured using the ECE. (e) Line-averaged density
evolution. (f ) Estimate of the pedestal electron βe evolution.
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In addition to these high frequency modes, there are two other categories of
inter-ELM modes, which appear at lower frequencies, during other phases of
the inter-ELM period and are localized at different radial positions [253, 255].
In contrast to the high frequency modes, the other modes are typically not
detectable on the HFS of the tokamak.

2.6 Table of Phenomena
The following table 2.1 shows a summary of properties of the presented fila-
ment structures, flow structures, temporal structures and current structures.
The phase transitions as described in section 2.3 are not listed here, since
they are associated with more than one of the structures presented here.
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Chapter 3

Size, Dynamics and Erosion
Properties of Blob Filaments

Blob filaments (see section 2.4.1) appear in all plasma regimes and are the
dominant perpendicular transport channel in the SOL. They can support
desired divertor detachment but could potentially lead to undesired erosion
and heat loads on PFCs at the first wall. The transport originating from
blobs depends on the heat and particle content of a single blob, its velocity
and the occurrence frequency of blobs. The latter is difficult to predict, since
it is related to turbulent processes determined by conditions in the confined
plasma inside the LCFS. However, the size and velocity of a single blob is
comparably well understood and depends mainly on local parameters of the
SOL. Therefore, after an introduction into the physical processes determin-
ing the size and velocity of blobs and the resulting analytical scaling laws,
measurements of blob sizes and velocities are presented. Based on these ba-
sic concept, a possible explanation for the density shoulder formation in the
SOL is given, and the role of blobs for the erosion of first wall components
is discussed. The presented measurements of blob properties and the erosion
estimation described in this chapter are taken from references [256] and [182].

3.1 What Determines the Velocity of a Blob
Filament?

The velocity of the blob in the SOL is primarily determined by the po-
larization of the blob, i.e. the charge-separation due to the magnetic field
inhomogeneity at the outboard midplane (LFS) of the tokamak giving rise
to E × B convection. A qualitative picture of the causality chain of blob
motion is given in figure 3.1.
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Figure 3.1: Origin of the radial motion of a blob at the outboard midplane of
a tokamak. A blob is a positive monopolar pressure perturbation, p̃, in the plane
perpendicular to the magnetic field (a). The gradient of the magnetic field strength,
∇B, points to the left towards smaller radii and the magnetic field vector B out
of the plane. The pressure is highest in the center of the blob, so that the pressure
gradient, ∇p, points to the center and the corresponding diamagnetic current of the
ions, jdia,i (see formula A.9 in Appendix A), rotates clockwise around the center
of the blob (b). Due to its magnetic field dependence, the diamagnetic current is
higher on the right hand side than on the left hand side corresponding to a finite
divergence, ∇j, at the bottom and top of the blob. Thus, positive charges accumulate
at the bottom and negative charges at the top of the blob (c). This gives rise to
an electric field, E, and, hence, an E × B flow, vE×B, moving the blob radially
outward.

The positive pressure perturbation and the associated pressure gradients
of the blob give rise to diamagnetic currents, jdia,i (see formula A.9 in Ap-
pendix A). The circular currents along the isobars are not equal on the right
and left of the blob: The current on the right hand side is larger than on
the left hand side, due to the magnetic field dependence of the diamagnetic
current |jdia,i| ∝ 1/B and the fact, that the tokamak field decreases for larger
radii (see figure 3.1b). This leads to a finite divergence of the currents at
the bottom and the top of the blob, or in other words, positive charges accu-
mulate at the bottom and negative charges at the top in this magnetic field
configuration (see figure 3.1c). The associated electrostatic potential struc-
ture is a dipole and this mechanism of creating a charge separation is called
polarization in this context. The charge accumulation generates an electric
field, which in turn gives rise to an E×B convection radially outwards. The
E×B convection moves the blob and its particle content to the outer regions
of the SOL.



3.1. What Determines the Velocity of a Blob Filament? 83

+

− 𝑽𝐸×𝐵
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Figure 3.2: Equivalent circuit diagram of a blob. The charge accumulation gen-
erated by the interchange drive is balanced by parallel currents, j||, and by the
polarization current, jpol. These currents reduce the dipolar electrostatic potential,
and thus the blob velocity. The plasma sheath in front of plasma facing compo-
nents (PFCs), described as a resistor Rsh, and collisions quantified by a collision
frequency ν act as electric resistances, and reduce the parallel current. A finite elec-
tron beta, βe, gives rise to parallel induction, which retards the parallel currents,
hence it is described as an inductivity in the circuit.
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The discussed origin of blob motion can likewise be described by means
of single particle drifts (see Appendix A) with the same result. In that case,
the magnetic field curvature drift (or the associated ∇B-drift) can play a
similar role as the the magnetic field dependent diamagnetic drift. Therefore,
the radial blob motion is said to be attributed to the curvature drive and
the related instability is the interchange instability [22, 257], which is the
Rayleigh-Taylor instability for magnetized plasmas. This instability only
occurs in “bad” curvature regions, i.e. in regions, where the pressure gradient
of the main plasma, ∇p, and the curvature vector κ of the magnetic field line
(or ∇B) are parallel, ∇p · κ > 0. Regions of “good” curvature (∇p · κ > 0)
are located on the HFS (= inboard side) of the tokamak. Since the outboard
side of the tokamak is always a bad curvature region, it is natural that the
blobs most prominently emerge there.

The interchange drive is always present and represents the only drive of
blob motion (unless other subdominant effects as neutral wind [258] or the
conducting wall instability [259] contribute). But the blob velocity is typi-
cally smaller than expected from the pure polarization without any loss of
charges as discussed above. The reason is the following: The charge ac-
cumulation generated by the diamagnetic currents is reduced by means of
perpendicular and parallel currents. This is depicted in figure 3.2, which
schematically shows the possible paths of the currents reducing the blob
polariztion. The interchange drive inside the blob at the midplane can be
considered as a current source (battery), which drives currents parallel along
the magnetic field lines, j||, and perpendicular to the field lines via the po-
larization current, jpol. Different effects in certain regions of the plasma can
modify the parallel currents, and can be considered as circuit components
of an electric equivalent circuit [260]. The main control parameters for the
reduction of the dipolar electrostatic blob potential, and thus the essential
elements of the blob equivalent circuit, are:

1. Polarization drift

In perpendicular direction, the polarization drift (see formular A.7 in
Appendix A) of the ions giving rise to a polarization current, jpol, pro-
vide a possibility to reduce the charge accumulation perpendicular to
the magnetic field. This is most effective for small blobs, for which the
ions have to drift only small distances to effectively compensate the
dipolar potential structure. Since the polarization drift is the domi-
nant contribution to the “inertial term” of the vorticity equation (see
below), the effect of the polarization drift is sometimes summarized as
the “effect of inertia” [261].
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2. Sheath resistivity

Under certain conditions, the magnetic field lines connect the drive
region of the blob at the midplane with PFCs in the divertor or main
chamber wall, so that a parallel current along the magnetic field lines,
j||, can reduce the charge accumulation inside the blob. This parallel
current is, in this case, limited by the resistance in the plasma sheath
(also called electrostatic sheath or Debye sheath [20, 6]), which is the
interface layer between PFCs and the plasma. Therefore, the sheath
resistance Rsh determines eventually, how strong the polarization of the
blob can be sustained and, thus, impacts its radial velocity [262].

3. Collisions

Collisions of the current carrying species (typically electrons) with other
plasma species (electrons, ions, impurities) or neutrals along the mag-
netic field lines act as a resistance for the parallel current j||. The col-
lisions are represented by a (not further specified) collision frequency
ν. The higher the collision frequency, the higher the resistivity, and,
hence, the highest blob velocities. At very high resistivity, the parallel
currents are so weak, that the blob electrically disconnects from the
sheath at PFCs and inertial effects dominate [263, 264].

4. Induction

At higher (electron) plasma beta, βe, the parallel currents driven by
parallel pressure gradients inside the blob are so strong, that magnetic
induction plays a role. According to Lenz’s rule, the magnetic field
associated with the strong parallel currents induces an electric field
antiparallel to the initial parallel current. This reduces the parallel
currents and is represented by an inductance in the circuit [265]. Finite
beta effects are also called “electromagnetic effects” in this context.
Overall, induction controlled by βe tends to increase the blob velocity.
But the processes at higher beta are complex due to the involvement of
emitted Alfvén waves, field line bending and mutual current attraction
[39, 260, 265].

5. Warm ions

A very important parameter, which cannot be represented in the equiv-
alent circuit, is the ion temperature, Ti. In early versions of blob mod-
els, the ion temperature was neglected [262, 261]. However, the ion
temperature in the SOL is finite and usually larger than the electron
temperature [266, 267]. The influence of the ion temperature is at least
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threefold [268, 241]: First, it provides an additional kinetic pressure
contribution relevant for the interchange drive. Thus, a blob with a
fixed electron temperature and with warm ions exhibits a larger charge
accumulation than the same blob with cold ions, and, hence, the warm
ion blob moves faster than the cold ion blob. Secondly, the warm ions
give rise to a monopole potential structure, which is in phase with the
initial pressure perturbation of the blob [269]. This leads to an internal
rotation (spin) of the blob keeping it more coherent for longer distances
and to a small poloidal propagation velocity component. Thirdly, warm
ions modify the Bohm criterion and thus the sheath resistivity Rsh. In
all three cases, higher ion temperatures lead to higher blob velocities.

The discussed effects are the main factors determining the blob dynamics,
but further factors like neutrals [258], wall properties [259], the effect of mag-
netic geometry [263, 264] or 3D effects [270] are possible. They are, however,
considered to be of minor importance for most of the plasma conditions in a
tokamak.

3.2 Analytical Velocity Scaling Laws
The effects qualitatively introduced above can be quantified by means of
simple analytical scaling laws for the blob propagation velocity vb. They
reveal the main parameter dependencies of vb and typically contain a depen-
dence on the blob size δb, which is the spatial extend of the blob in vertical
(poloidal) direction. The following derivations are simplified approaches to
derive the main dependencies of the blob velocity scalings. A more detailed
and comprehensive overview of scaling laws including existence boundaries
and scaling expressions combining several effects are given in [268].

Starting point of the derivation of scaling laws is the charge conservation
being a prerequisite of the quasi-neutrality of a plasma. According to this,
the divergence of parallel currents has to be balanced by the divergence of
perpendicular currents

−∇ · j⊥ = ∇||j||. (3.1)

For the perpendicular currents, j⊥, we consider the currents due to the
generalized polarization drift [271] and the diamagnetic currents of electrons
and ions (see equation A.9), so that equation 3.1 can be written as

∇·
(

∂

∂t

{nmi

B2
∇⊥ϕ+

mi

eB2
∇⊥pi

}
+

∇pe ×B

B2
+

∇pi ×B

B2

)
= ∇||j||, (3.2)
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which can be derived from different types of plasma fluid equations or
gyrofluid equations [270, 261, 268]. The identical equation can likewise by
derived starting from the equation of motion and taking the curl of it [261,
272] and is referred to as vorticity equation [260] or polarization equation
[268]. This equation describes the temporal evolution of the generalized
vorticity Ω̃ = 1/B2∇2

⊥ (ϕ+ pi).
The divergence of the diamagnetic current can be related to the magnetic

curvature (only perpendicular components are considered, since there is no
diamagnetic current possible parallel to the magnetic field):

∇⊥ · jdia = ∇⊥ ·
(
B×∇p

B2

)
(3.3)

=

(
∇× B

B2

)
⊥
· ∇⊥p (3.4)

=
2

B
b× κ · ∇⊥p (3.5)

with magnetic curvature vector κ and the unit vector in magnetic field di-
rection b = B/B. The first equality is just the definition of the diamagnetic
current (see equation A.9 in Appendix A), the second one made use of a vec-
tor identity, and in the last step (this is the difficult one, which is typically
omitted in literature) makes use of the fact, that a vector η⊥ perpendic-
ular to the magnetic field can be constructed from an arbitrary vector η
by means of η⊥ = −b × (b× η) = (b · η)b − η. Using this, the identity(
∇× B

B2

)
⊥ = −b ×

(
b×

[
∇× B

B2

])
holds, which can be simplified by the

application of many vector identities to b×κ/B+b×∇B/B2. At low beta,
the identity ∇B/B = κ can be employed to further simplify the latter as
done in equation 3.5.

The relation 3.5 is very important, since it connects the local properties of
the magnetic field configuration to the dynamics of the plasma fluid. Via this
term, the fascinating but complex impact of the three-dimensional magnetic
field geometry is introduced as used for plasma turbulence investigations
[273, 274, 270]. It also should be mentioned, that the last term in equation
3.5 is proportional to the geodesic curvature κg = κ · (b×∇p/p) and thus
responsible for the Pfirsch-Schlüter flows and currents (see section 2.1.1) as
well as for the GAMs (see section 2.1.4).

The curvature vector κ in a tokamak can be simply expressed in terms of
the curvature radius vector κ = −Rκ/R

2
κ and the magnitude of the curvature

radius is approximately the major radius R. Therefore, in this simplified
geometry applicable to the outboard midplane in a tokamak (curvature vector
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points radially inward), the vorticity equation 3.2 can be written as

∂

∂t

{n0mi

B2
∇2

⊥ϕ+
mi

eB2
∇2

⊥pi

}
= − 2

BR
(∇⊥pe +∇⊥pi) +∇||j||. (3.6)

For this last step, it is assumed that the density n0 interpreted as a back-
ground density and the magnetic field strength B do not vary much spatially,
as typically assumed for blob scaling laws (referred to as Boussinesque ap-
proximation, see discussion in [260]). In contrast to the density n0, which is
considered as the background density, the pressure in this equation is inter-
preted as the perturbation amplitude of the blob.

As a next step, we use the blob correspondence principle [275, 39], which
assumes, that spatial derivatives in equation 3.6 are related the perpendicular
and parallel spatial extensions of the blob, δb and δ||, respectively and the
time derivative is governed by the typical time scale of a blob, τb, interpreted
as the lifetime or autocorrelation time of a blob (in fact it is the transit time
of a blob to move a distance δb with a velocity of vb ), which can be expressed
in terms of the blob velocity vb and perpendicular blob size δb as τb = δb/vb.
The magnitude of the electrostatic potential is related to the E ×B velocity
via |∇⊥ϕ| = |E| = |vE|B, so that the potential can be replaced by blob
quantities according to the correspondence principle. We take into account
relative phases by means of the imaginary unit i, so that the replacements
according to the blob correspondence principle read:

∂

∂t
→ ivb

δb
, ∇⊥ → i

δb
, ∇|| →

i

δ||
, ∇⊥ϕ = −vbB. (3.7)

With these relations and expressing the ion pressure by means of the ion
temperature to electron temperature ratio τi = Ti/Te as pi = τipe, equation
3.6 can be written as

ivb
δb

{
n0mi

B2

(−i)

δb
vbB − mi

eB2

1

δ2b
τipe

}
= − 2i

BR

(
1

δb
pe +

1

δb
τipe

)
+

i

δ||
j|| (3.8)

or after some rearrangements as

v2b
n0mi

Bδb
− ivb

mi

eB2δ2b
τipe = −i

2

BR
(1 + τi) pe + i

δb
δ||
j||. (3.9)

This equation is the starting point for the derivations of different blob regimes
below.
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3.2.1 Inertial Regime

The inertial regime assumes that the blob dynamics is governed by “inertia”,
i.e. all mass dependent terms of equation 3.9, which result from the general-
ized polarization drift on the left hand side of the equation. Thus, the term
with parallel currents vanish, and equation 3.9 reads in this case

v2b
n0mi

Bδb
− ivb

mi

eB2δ2b
τipe = −i

2

BR
(1 + τi) pe. (3.10)

For low ion temperatures, all terms with τi can be neglected and solving for
vb yields the cold ion inertial scaling as introduced in reference [261] with
the typical square-root dependence on the blob size

|vb| =
√

2δb
nRmi

pe = cs

√
2δb
R

n/n0 (3.11)

with sound velocity cs =
√

Te/mi and the relative perturbation amplitude of
the blob density n/n0. As discussed in section 3.1, the curvature is the drive
of the radial motion, and for small blob sizes the polarization drift is most
effective to compensate the charge accumulation, so that smallest velocities
are achieved for smallest blob sizes.

If the ions a very hot and/or the blob amplitudes very large, i.e. τi so
large, that the first term in equation 3.10 is negligible, then the so called ion
pressure dominated resistive ballooning regime is achieved [268]

|vb| =
2eBδ2b
miR

(
1 + τi
τi

)
=

2
√
2csδ

2
b

ρsR

(
1 + τi
τi

)
. (3.12)

This is most relevant for small blob sizes, i.e. δb < 10ρs for typical parameters
at the tokamak edge.

For larger blob sizes, the potential term (first term in equation 3.10)
cannot be neglected and then the hot ion version of the classical inertial
regime is achieved. This is called the conventional resistive ballooning regime
[268]

|vb| =
√

2δb
n0Rmi

(1 + τi) pe = cs

√
2δb
R

(1 + τi)n/n0. (3.13)

It is the warm ion version of equation 3.11.
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3.2.2 Sheath-Limited Regime

In case that the plasma of the blob is attached to the sheath at the PFCs,
and ion inertia terms are small, e.g. for large blob sizes, the dynamics of
the blobs is governed by the sheath resistance Rsh as depicted in figure 3.2.
This is called the sheath-limited or the sheath-connected regime, and the
remaining terms of equation 3.9 for this case are

2

BR
(1 + τi) pe =

δb
δ||
j||. (3.14)

The parallel current j|| is in this case determined by the current through the
sheath for a given blob potential ϕb and can be described by the Langmuir-
probe characteristics [20]

j|| ≈
1

2
en0cs

(
1− exp

(
−eϕb

Te

))
≈ 1

2
e2n0cs

ϕb

Te

. (3.15)

In the last approximation we assumed small potentials relative to the electron
temperature ϕb/Te ≪ 1.

With this, equation 3.14 can be written as a balance of the curvature
drive and the sheath currents

2

BR
(1 + τi) pe =

δb
δ||

1

2
e2n0cs

ϕb

Te

. (3.16)

As before, the blob velocity is obtained from the potential according to the
blob correspondence principle and the blob extension in parallel direction,
δ||, is replaced by the parallel connection lengths of the field line, L||, since
the blob is assumed to be extended along the full length of the field line.
This results in the sheath-connected scaling [262] for warm ions [268]

|vb| =
ϕb

δbB
=

4TeL|| (1 + τi) pe
n0e2B2Rcsδ2b

= 4cs
L||

R

(
ρs
δb

)2

(1 + τi)
n

n0

. (3.17)

In this scaling, the highest velocities are achieved for smallest blob sizes, and
largest parallel connection lengths.

3.2.3 Role of Collisions

The effect of collisions on the blob velocity enters via the parallel currents in
equation 3.9. A relation between currents and collisions is provided by the
parallel Ohm’s law [20]

−∇||ϕ = − 1

en0

∇||pe +
j||
σ||

(3.18)
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with the parallel conductivity σ|| = e2n0/(meνei), electron mass me and the
electron-ion collision frequency

νei =
0.51e4 ln ΛZine

3
√
meϵ20 (2πTe)

3/2
≈ 0.795 · 10−15Zine/T

3/2
e (3.19)

with ion charge number Zi, Coulomb logarithm ln Λ [6], vacuum permittivity
ϵ0. For the approximated formula, ln Λ = 17 is assumed and Te has to be
inserted in units of keV [20].

Solving equation 3.18 for j|| and inserting the result in equation 3.9 yields

2

BR
(1 + τi) pe =

δb
δ||
σ||

1

δ||

(
pe
en0

− ivbBδb

)
. (3.20)

For this, all inertial terms were neglected and the blob correspondence prin-
ciple was applied. The curvature drive is balanced by the parallel currents,
which are limited by collisions through νei. Equation 3.20 can be solved for
vb resulting in

vb =

2
B2R

(1 + τi) pe − pe
en0Bδb

δ2b
δ2||
σ||

δ2b
iδ2||

σ||

≈
2

B2R
(1 + τi) pe
δ2b
iδ2||

σ||

. (3.21)

The approximation is justified, since δ2b/δ
2
|| is a very small number and the

conductivity in this collisional regime is assumed to be low. Thus, the blob
speed in the collisional regime is [268]

|vb| =
2

B2R
(1 + τi) pe

δ2||
δ2b

meνei
e2n0

= 2cs
δ2||
RL||

(
ρs
δb

)2

(1 + τi)
n

n0

Λei. (3.22)

The blob speed scales inversely with the blob size δb and is large for larger
collision frequencies. As argued in reference [263, 180], this scaling only
applies when Λei = L||

√
me/λei

√
mi = νeiL||me/(mics) > 1, i.e. when the

mass ratio normalized mean free path due to electron-ion collisions λei is
shorter than the parallel connection length of the magnetic field line. The
collisional scaling 3.22 is very similar to the sheath-limited scaling 3.17 if
δ|| = L|| is assumed and differs then only by a factor of Λei/2.
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3.3 What Determines the Size of Blob Fila-
ments?

The size of a blob, as it is understood in the following, is the spatial extend
of the blob in the plane perpendicular to the magnetic field line (e.g. the
circular cross section of the filament shown in figure 2.17). It is sometimes
also called blob width in order to discriminate it from the blob amplitude, i.e.
the density or temperature perturbation associated with the blob.

In a first step, the size of a blob depends on the initial pressure perturba-
tion close to the LCFS providing a seed for the blob generation. The initial
pressure perturbation can be considered as a result of a (linearly) growing
instability or, more realistically, as a large turbulent fluctuation from the
typical edge turbulence. This initial pressure perturbation starts to move ra-
dially outward through the SOL towards the first wall due to the mechanism
described above (see figure 3.1). In a second step, the initial size of the blob
is modified by secondary instabilities. The two most important secondary
instabilities are the Kelvin-Helmholtz instability, which fragments the blob
filament due to strong local velocity components into smaller parts, or the
interchange instability, which splits up the filament into Rayleigh-Taylor fin-
gers due to the bad curvature at the outboard side at the tokamak [276].
While the Kelvin-Helmholtz instability can fully fragment small blobs to un-
detectable amplitudes by distributing the initial perturbation over a wider
area (see figure 3.3, bottom), the interchange drive acts most severely on
large blobs (see figure 3.3, top). Only blobs on intermediate scales, which
are too small to be severely affected by the interchange instability, but suf-
ficiently large to withstand the Kelvin-Helmholtz instability, can propagate
significantly far radially outwards as a singular structure (figure 3.3, middle
row). At high dissipation levels determined by viscosity and diffusion, the
blob is very coherent since it is less prone to the Kelvin-Helmholtz instability
and smaller gradients lead to likewise smaller interchange drive [276].
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Figure 3.3: Blob size and secondary instabilities in a seeded blob simulation
(adapted from [276]). Large blobs (top row) are subject to the interchange instability
and split up into Rayleigh-Taylor fingers. Small blobs (bottom row) are fragmented
quickly by the Kelvin-Helmholtz instability. Blobs of a particular intermediate size
(middle row) are too small for strong Rayleigh-Taylor effects and sufficiently large
to withstand the Kelvin-Helmholtz instability, so that they can propagate as a sin-
gular structure for longer distances than in the other cases.
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3.4 Analytical size scalings
Analytical expressions for the size of blobs can be obtained similarly as done
for the velocity scalings derived from the vorticity equation 3.9. Let’s assume
for the sake of simplicity, that the parallel terms are given by the sheath con-
nected physics as in equation 3.16, and that the ion diamagnetic contribution
to the polarization term (second term in equation 3.9) is small. In this case
the simplified vorticity equation reads

v2b
n0mi

Bδb
= −i

2

BR
(1 + τi) pe +

δb
δ||

1

2
e2n0cs

vbBδb
Te

. (3.23)

For very large blobs with δb → ∞, the polarization term (first term in
equation 3.23) is of minor importance, and the dynamics is given by the
sheath-limited scaling. In this case the blobs are very slow (see equation
3.17), thus, the Kelvin-Helmholtz instability does not play a role, but the
large size and the slow velocity gives rise to interchange fingers as seen in
simulations [276] (see figure 3.3). For very small blobs δb → 0, the sheath
dissipation term (last term in equation 3.23) can be neglected and the blobs
are in the inertial regime. In this regime with low dissipation, the blobs
form mushroom-like propagation fronts as seen in simulations [261, 276] or
even neutral fluids [277]. Thus, they are strongly affected by the Kelvin-
Helmholtz instability. Only at an intermediate scale δ∗, for which both affects
are minimized, the blobs can sustain longer as a coherent singular structure.
Formally, the scale δ∗ can be derived by equating the sheath dissipation term
with the polarization term, i.e.

v2b
n0mi

Bδb
=

δb
δ||

1

2
e2n0cs

vbBδb
Te

. (3.24)

One vb cancels on each side of the equation, and the remaining vb can be
replaced by the sheath-limited scaling (equation 3.17), since it is believed that
the scaling is still valid at the boundary between the two regimes. Solving
for δb yields

δ∗ = δb =
5

√
8 (1 + τi)

n

n0

L2
||

Rρs
. (3.25)

Although δ∗ was derived from simple analytical scaling laws, it was con-
firmed in more complex numerical simulations, that it describes acceptably
well the size of blobs in the respective regime [260], when the diffusion and
viscosity is sufficiently high [276]. Similar expressions for δ∗ can be derived
for other blob regimes. The most complete set of characteristic blob sizes
given by certain regime boundaries are presented in reference [268].
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3.5 Measured Blob Sizes and Velocities

The theoretical scaling laws for size and velocity of blobs presented above
can be tested experimentally. For this purpose, beam emission spectroscopy
based on a neutral lithium beam (Li-BES) at AUG is used to determine the
relevant blob parameters. After introducing the diagnostic principle, blob
parameters like amplitudes, frequency, size and velocities are presented. In
a last step, they are compared to the relevant scaling laws. This section
reproduces in large parts results from reference [256].

3.5.1 Blob Detection with Li-BES

The lithium beam emission spectroscopy (Li-BES) system at AUG injects a
neutral beam of lithium atoms at typically around 50 kV radially into the
plasma. Due to the interaction with the plasma (mainly by electron impact
excitation) the lithium atoms are excited and radiate electromagnetic line
emission, which is detected with a spectrometer or by filter-photo multipliers
[278, 279, 280, 281]. The neutral lithium beam is ionized further inside the
plasma, so that the relevant neutral line emission decreases after reaching a
maximum intensity slightly inside the LCFS. Thus, the Li-BES signals are
highest in the region of interest to measure blobs, i.e. slightly inside the
LCFS and in the SOL.

It turned out, that it is sufficient to detect the 670.8 nm line of the neutral
lithium atom (Li2p−2s transition) in order to reconstruct the electron density
profile at the plasma edge from the measured line emission [282]. Therefore,
the Li-BES diagnostic is a routine diagnostic to measure electron density
profiles at the plasma edge with high precision and a comparably high time
resolution (typically one profile per millisecond).

For blob studies, the side optics (“new optical head” as described in [281])
with a toroidal view approximately along the magnetic field lines is used. It
detects the light from volumes covering a radial region from about ρpol =
0.90 to ρpol =1.05 given by the crossing points of the 26 lines of sight (LOS)
with the lithium beam. Due to the acquisition frequency of 200 kHz of the
rawsignal and a moderate but appropriate signal-to-noise ratio, the Li-BES
diagnostic at AUG is well suited to detect blobs.

3.5.2 Experimentally Determined Blob Parameters

In order to study the magnetic field and the plasma current dependence of
certain blob parameters, Li-BES signals were measured in a set of L-mode
discharges with different parameters listed in table 3.1.
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Figure 3.4: Setup of the lithium beam emission spectroscopy (Li-BES) system at
AUG (adapted from [280]). Lithium ions are extracted thermoionically from an
β-eukryptite emitter and accelerated towards the plasma. In a sodium vapor cell,
the ion beam is neutralized and the neutral lithium beam is injected about 32 cm
above the midplane. The light is most intense in the SOL and around the LCFS and
is detected by 35 filter-photo multipliers from the top and by further 26 channels
parallel to the magnetic field lines in toroidal direction (not shown).

Bt (T) Ip (MA) q95 L|| (m) fGW discharge time interval (s)
-2.5 0.6 6.85 14.99 0.35 #29302 [2.9,3.3]

Ip ≈ const
-1.8 0.6 4.96 10.80 0.35 #29303 [2.9,3.3]
-1.4 0.6 3.85 9.00 0.37 #29306 [2.9,3.3]
-1.4 0.6 3.85 9.00 0.35 #29307 [2.9,3.3]
-3.2 0.6 8.72 18.90 0.35 #29308 [2.9,3.3]
-2.5 0.83 4.90 10.90 0.25 #29309 [2.9,3.3]

q95 ≈ const
-1.4 0.47 5.00 11.50 0.45 #29310 [2.9,3.3]
-1.8 0.6 4.94 10.90 0.35 #29311 [2.9,3.3]
-1.8 0.6 4.96 11.10 0.36 #29312 [2.9,3.3]
-3.2 1.07 4.96 10.80 0.22 #29315 [2.6,3.0]

Table 3.1: Toroidal magnetic field Bt, plasma current Ip, edge safety factor q95,
parallel connection length L|| at ρpol= 1.044 from magnetic field line tracing, Green-
wald fraction fGW, discharge number and considered time interval of the analyzed
discharges.
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The varied main parameters are the toroidal magnetic field Bt, plasma
current Ip and, as a consequence, the edge safety factor q95 and likewise the
connection length at the radial position of ρpol= 1.044 calculated by a mag-
netic field line tracing code. The density was kept the same, i.e. the edge
electron density profiles were identical within errors for the analyzed time
ranges in all plasmas [256]. However, due to different plasmas currents, the
Greenwald fraction fGW = n̄/nGW defined as the ratio between the central
line-averaged density n̄ measured with a laser interferometer [283] and the
Greenwald density nGW = Ip/(πa

2) [284] with minor plasma radius a. Nev-
ertheless, the Greenwald fractions are low, hence the plasmas were operated
far away from the L-mode density limit.

2.5σ + µ
µ

MSIG(6)

MSIG(6)

MSIG(8)

MSIG(8)
Separatrix

a)

b)

c)
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e)

f)
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confined region

Figure 3.5: Time traces of the Li-BES intensity signals for different magnetic
fields (repdoduced from [256]). The upper row shows the intensity of the Li-BES
signal (mean subtracted) for different radial distance to the separatrix xs in the SOL
(red color corresponds to higher intensity) versus time. Solid lines in the upper row
indicate the radial positions of two selected signals MSIG(6) (black) and MSIG(8)
(blue) shown in the lower row. The red line indicates the temporal mean µ and
the green line the 2.5σ threshold value for conditional averaging of the lower time
series (adapted from [256]).

Some example time traces of Li-BES signals with blobs for plasmas at
different magnetic fields are shown in figure 3.5. The upper row shows the
color coded the intensity (blue are low, red are high values) of the Li-BES
signal at different radial positions in a distance xs from the LCFS versus time.
xs > 0 indicates the SOL outside the LCFS (referred to as separatrix in the
figures), and xs < 0 are positions inside the LCFS. The temporal mean value
µ was subtracted from the time traces and the signals were filtered with a
low-pass Butterworth filter with a cutoff frequency of 20 kHz for the color
coded panels. The lower row shows two selected filtered time traces without
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background subtraction, MSIG(8)1 close to the LCFS in the near SOL, i.e.
in a distance of about one power-fall of length from the LCFS, and MSIG(6)
further out in the far SOL, i.e. more than one power-fall of length away from
the LCFS. For the lower time trace, the temporal average µ and the level
of 2.5 standard deviations σ is indicated by vertical lines. It is an arbitrary,
but common tradition in blob analysis, to consider events with a transient
amplitude larger than 2.5σ as a blob [39]. Therefore, the same condition is
also used in the analysis presented here. Especially for the data at higher
magnetic field, for which the blobs seem to be larger in amplitude, the large
events exceeding the 2.5σ-condition in MSIG(6) are indeed likewise visible in
the color coded panels and appear there as red elongated structures. They
are sometimes tilted, typically to the right, in the xs− t plane indicating that
they are propagating outward away from the LCFS towards the wall with a
speed of about 100 m/s.

The individual blobs visible in the raw data slightly differ in amplitude,
frequency, velocity and duration. In order to extract typical parameters of
the blobs, i.e. an average amplitude, frequency, velocity and duration, which
can then be compared to typical quantities predicted by the blob scaling
laws, a statistical evaluation of the blobs is required. Due to the low signal-
to-noise ratio of the Li-BES data, a determination of distribution functions
of blob parameters based on the evaluation of single blobs is not possible.
Thus, the conditional average technique [285, 286] is the best choice for this
type of signals. For this purpose, first, individual blobs are detected by the
2.5σ-condition in the MSIG(6) signal, which serves in this case as the refer-
ence channel. The signals of a time window of 100 µs before and 100 µs after
reaching the 2.5σ-condition is stored for each detected blob. Time traces
for the same time windows are likewise stored for MSIG-channels from other
radial positions. In a second step, the stored time windows from each MSIG-
channel are averaged separately, and as a result a single characteristic con-
ditional averaged spatio-temporal intensity pattern I(xs,∆t) with a window
length of ∆t = 200 µs is obtained. This procedure implicitly assumes, that
all individual blobs are sufficiently similar, so that the conditionally aver-
aged result represents the typical properties, which all blobs exceeding the
2.5σ-condition share.

An example of the intensity pattern I(xs,∆t) resulting from conditional
averaging of the data in discharge #29302 is shown in figure 3.6a. Similar as
in the raw signal in figure 3.5c, a tilted positive intensity pattern is found.

1MSIG is just a meaningless signal name for the Li-BES signals and the number is the
channel number
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Figure 3.6: (a) Color coded representation of the radial-temporal data I(xs,∆t)
resulting from conditional averaging (red color corresponds to high intensity). (b)
Radial profiles of the intensity response at different ∆t and the corresponding
center-of-mass position XC (dashed lines). The different colors indicate differ-
ent ∆t shown as dashed lines in (a). (c) Temporal evolution of the center-of-mass
position (solid) and linear fit for velocity estimation (dotted). (d) Relation between
measured intensity width δx and model predicted density blob width δb. The solid
line indicates a linear fit of the simulation data (circles) and exceeds the one-to-one
relation δx = δb/2 (dashed). Adapted from [256].

From this pattern the most relevant quantities like blob amplitude, radial
extension of the blob and blob velocity can be extracted. The first quantity,
which can be obtained from I(xs,∆t), is the apparent radial blob width δx.
It is determined as the half-width at the half maximum (HWHM) of the
intensity peak at ∆t = 0, i.e. of I(xs, 0) (see figure 3.6a). Unfortunately,
the width of the actual density perturbation of a blob is not the same as
the width determined from the intensity of the detected Li-BES signals as
simulations with a forward model of Li-BES including a collisional-radiative
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model show [281]. The reason is the finite lifetime of the Li2p−2s state, so
that the line emission associated with a density perturbation is distributed
over a finite length along the neutral beam path after its excitation. As a
result, the blobs appear to be larger in the Li-BES intensity, quantified by
δx, than they actually are in terms of the width of the density perturbation
δb. By means of the radiative collisional model, however, it is possible to
translate the apparent blob width δx into the actual blob width δb (or blob
radius, δb/2). The result of such a simulation is shown in figure 3.6d.

The blob velocity can be extracted from the conditionally averaged data
in the following way. First, a center of mass coordinate is defined as

Xc =
1

Q

∫
xsI(xs,∆t)dxs with (3.26)

Q =

∫
I(xs,∆t)dxs. (3.27)

It represents the weighted average of the blob perturbation along the spatial
coordinate xs and is well defined for each time step ∆t separately as shown
in figure 3.6b. Second, the temporal derivative of the center-of-mass trajec-
tory Xc(t) provides the instantaneous blob velocity, from which a maximum
velocity

vr,max = max

{
dXC(∆t)

d∆t

}
, (3.28)

can be determined. As shown in figure 3.6c, a linear fit of the blob trajectory
in the Xc-∆t-plane provides the average velocity vr,mean. The two definitions
of the radial velocity, vr,max and vr,mean, provide an upper and lower limit of
the measured the velocities.

The measured relative intensity perturbation δI/I is determined as the ra-
tio of the maximum of I(xs,∆t) divided by the temporal average of I(xs,∆t)
at the location of the reference channel. Similar as for the blob width, this ap-
parent relative amplitude has to be translated into the corresponding relative
density perturbation amplitude δn/n by means of the collisional-radiative
model [281].

The lifetime of the blob or more specifally the transit time of the blob at
the Li-BES channel, τb, is determined similarly as δx from I(xs,∆t). It is
determined as the full-width at the half maximum (FWHM) of I(xs,∆t) of
the reference probe along the time axis.

The blob frequency given as the number of blobs per second, is simply
the number of time points, for which the 2.5σ-condition (at a rising edge
and after an idle time of 500 µs after the previous conditional time point) is
fulfilled.
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Figure 3.7: Radial width of the blobs in the emission profile δx (a), average radial
blob velocity vr,mean (b), self-correlation time τb (c), maximum radial blob velocity
vr,max (d), blob frequency (e), and relative intensity δI/I (f ) from conditional
averaging depending on the radial position of the reference channel for discharges
with constant Ip (boxes) and q95 (circles). The blue lines in (a) and (f) indicate the
translated values δx → δb/2 and δI/I → δn/n for selected data points in discharge
#29302 (blue boxes). Adapted from [256].
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In total, the conditional average technique provides the radial blob exten-
sion δx or translated the blob width δb, the average velocity vr,mean, the blob
transit time τb, the maximum velocity vr,max, blob frequency, and the relative
blob amplitude δn/n at the location of the reference channel (in this example
it was MSIG(6)). Choosing different reference channels allows to obtain the
different blob parameters at different radial position, so that it is possible
to determine radial profiles of blob parameters. This is shown in figure 3.7,
which depicts radial profiles of blob quantities for the set of discharges given
in table 3.1. Despite the magnetic field and the plasma current were varied
in this set of plasmas, the blob parameters remain roughly the same for the
whole set. The strongest variation is found in the blob frequency and the
blob transit time. The blob transit time τb scales with q95 and is highest
in the plasma with highest edge safety factor. On the contrary, the blob
frequency decreases with q95 and is lowest for the highest q95 [256]. All other
blob parameters do not show any clear dependence on plasma parameters.
Since the connection length of the magnetic field is related to the edge safety
factor as L|| ∼ q95R, the found dependencies of the lifetime might be related
to processes parallel to the magnetic field lines.
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Figure 3.8: Peak ion heat flux of a single blob depending on toroidal magnetic
field Bt (adapted from [256]).

The peak ion heat flux carried by a single blob estimated as q⊥,i = Tiδnvr
likewise shows no strong dependence on the magnetic field as shown in figure
3.8. q⊥,i is calculated assuming an ion temperature of Ti = 100 eV as mea-
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sured in filaments with a retarding field analyzer in L-mode [266]. The radial
velocity is set to vr = vr,max as an upper limit, and the measured δn are in
the range of δn ≈ 0.6 to 2.0 · 1018 m−3. Therefore, the peak ion heat flux
of a blob amounts to several kW/m2 and is therefore orders of magnitudes
smaller than the parallel heat flux which is in the range of several MW/m2

as measured with thermography on divertor target plates in the considered
discharges. This demonstrates that the perpendicular transport of blobs in
these low density discharges is negligible and the blobs are not able to produce
relevant heat loads on PFCs. Further details to the measurement procedure
and more results of these study can be found in reference [256].

3.5.3 Blob Size and Velocities

The measured blob quantities presented above can now be compared to the
blob scaling laws introduced in section 3.2 and 3.4. For this purpose, the
blob velocities are normalized to the sound velocity cs =

√
(Te + Ti)/mi, for

which the electron temperature Te = 15 eV measured at a radial position
ρpol = 1.044 with the Thomson scattering diagnostic [287] was used and an
electron-to-ion temperature ratio τi = 3 was assumed as measured with a
retarding field analyzer in comparable discharges [266].

First, the blob sizes δb measured at a radial position ρpol = 1.044 are
compared with the size scaling formula δ∗ of equation 3.25. This is shown in
figure 3.9a assuming a circular cross section of the blobs, i.e. that the radial
and poloidal diameter of the blobs are the same. The measured blob sizes δb
do not agree very well with δ∗, when cold ions, i.e. τi = 0, are assumed (blue
symbols). The agreement improves, when warm ion effects are included via
τi = 3. This indicates, that warm ion effects could play a role determining the
blob size. Similar results were obtained with a gas-puff imaging diagnostic
at AUG [176].

Secondly, the measured radial maximum velocities, vr,max are normal-
ized to cs and then drawn against the measured blob size normalized to the
(mixed) Larmor radius ρs (black circles in figure 3.9b). Inserting the mea-
sured δb, δn/n, and the radial detection position R = 2.155 m into the inertial
scaling law equation 3.13, we obtain velocities in the range of vr/cs ≈ 0.1
which is more than an order of magnitude larger than the measured veloc-
ities (for cold ions as well as warm ions). Together with the fact that the
measured velocities rather decrease with increasing blob size in contrast to
the scaling, we exclude a blob dynamics dominated by inertial effects for the
considered data set. This is supported by the measured blob sizes which tend
to be larger than the size boundary between sheath-connected and inertial
regime, δ∗, resulting in a minor contribution of inertial effects [288, 276].
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Figure 3.9: Measured blob sizes δb compared with the size scaling δ∗ according
to equation 3.25 (a), and measured normalized radial blob velocities vr/cs (black
symbols) versus normalized blob size δb/ρs (b). The measured blob sizes agree better
with the size scaling, when a finite ion temperature with τi = 3 (red symbols) is
assumed instead of the cold ion approximation τi = 0 (blue symbols). Similarly,
the measured normalized velocities agree better with the warm ion sheath-connected
scaling assuming τi = 3 than with the cold ion scaling assuming τi = 0 (adapted
from [182]).
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The agreement between measurements and scaling law improves a lot,
when the sheath-connected scaling equation 3.17 is compared with the data.
The order of magnitude of the scaling agrees with the measurements and the
warm ion version of the scaling with τi = 3 agrees better with the measure-
ments than the cold ion version (τi = 0). The velocities in both the scalings
as well as the measurements tend to be lower for larger normalized blob sizes,
which can be interpreted as a further indication, that the velocity as well as
the size is dominated by sheath-limited effects.

For the considered data set, which was taken at low density for which col-
lisional effects should not play a role, and electromagnetic effects are likewise
negligible due to the low beta of the SOL, a reasonable agreement of measured
blob sizes and velocities with the respective formulas of the sheath-limited
regime was found. In agreement with measurements of the ion temperature
in the SOL [266], the data agrees better with the warm ion version of the
scalings choosing τi = 3 indicating that warm ion effects are important for
the blobs dynamics in the SOL.

3.6 Blobs and Density Shoulder Formation
As shown above on the basis of a low density data set, the blob parameters do
not change much with macroscopic parameters like the magnetic field or the
plasma current. But they change drastically when the density is risen above
a certain threshold. This is shown in figure 3.10 for a data set presented in
reference [180].

For low densities below fGW = 0.45 expressed in terms of the Greenwald
fraction fGW = n̄/nGW, the considered blob parameters transit time τb, blob
frequency fblob, blob amplitude δn, radial maximum velocity vr = vr,max and
the blob transport estimated as

Γblob = τbfblobvrδn (3.29)

do not change much with density. But above fGW = 0.45 most of the param-
eters increase by almost an order of magnitude. Above this critical density of
fGW = 0.45 the local value of the background profile at ρpol = 1.02 likewise
rises.

The reason for this drastic change in blob properties is shown to be related
to the parallel collisionality parameter Λei [180, 289]. For low collisionality,
i.e. for Λei < 1 as it is the case for the low density data set presented
in section 3.5.2, the blobs are in the sheath-limited regime (equation 3.17)
and comparably slow. The reason for the jump in blob properties could be
related to a feedback loop: If the density is increased above a certain value,
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Figure 3.10: With rising density (expressed as Greenwald fraction fGW =
n̄/nGW), the blobs transition from a sheath-connected regime into a regime of en-
hanced convective transport associated with larger transit time (a), lower blob fre-
quency (b), larger amplitude (c), higher radial maximum velocity (d), and increased
blob transport (e). The local background density at ρpol = 1.02 (f) is likewise in-
creased (adapted from [182]).
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so that Λei > 1, the blob dynamics enters the collisional regime and the
scaling equation 3.22 applies, which introduces an additional temperature
and density dependence to the scaling Λei ∝ neT

−2
e . Due to the higher blob

velocity under these conditions, the blob transport increases according to
equation 3.29 and thus cools down the SOL plasma at the considered location
due to increased perpendicular heat transport caused by (convective) blob
transport. This decreases the temperature there, and hence non-linearly
increases Λei, which leads to even more blob transport and further cooling of
the SOL. Finally, a relatively cool SOL and a state of faster and larger blobs
inducing more perpendicular transport is achieved.

Under such conditions, a shoulder of the SOL electron density profile is
observed as it is shown in figure 3.11 for two tokamaks, AUG (left) and JET
(right). The shoulder appears for a Greenwald fraction above fGW = 0.45,
i.e. for the same values for which the blob transport is strongly increased (see
figure 3.10). This correlation of a density shoulder in the SOL and a change
of blob properties suggests that the blobs are causing the shoulder due to
their involved enhanced perpendicular transport. Since the Li-BES profiles
shown in figure 3.11 are profiles averaged over 1 ms, i.e. a time scale much
larger than the blob time scale, they can be considered as a temporal average
of many blobs propagating along the radial array of LOS of the Li-BES
diagnostic. In other words, the density shoulder is largely just the temporal
average of a bunch of trains of blobs. The regime of high blob transport
and a shoulder formation in the SOL was called “Main chamber recycling
regime” [290, 291] at Alactor C-mod. It was shown with a theoretical model,
the shoulder formation of the ensemble-averaged profile can be attributed
to synergistic effects of blob transport and recycling [292]: the increased
perpendicular blob transport leads to more recycling at the main chamber
wall, which increases the ionization in the SOL, and hence increases the blob
transport (equation 3.29) via Λei in equation 3.22.

The shoulder formation in the SOL can be related to divertor detachment,
i.e. divertor detachment appears close to the collisionality, for which the
enhanced blob transport and the shoulder formation is observed [180, 289,
293, 181]. However, the shoulder formation, especially in H-mode, seems to
be not only related to divertor conditions, but the neutral gas inventory at
the midplane can play a role [294]. In any case, the shoulder formation can
lead to increased perpendicular particle fluxes to the main chamber wall and
an increased electron heat transport as quantitative measurements at AUG
have shown [295]. A potential role of the shoulder formation and whether it
appears in next step fusion experiments is discussed in reference [296].
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Figure 3.11: With rising Greenwald fraction fGW, the electron density profiles
measured with Li-BES in the SOL at AUG (left) and JET (right) start to develop
a shoulder, i.e. a flat region with relatively high density covering the whole SOL
(adapted from [293]). The profiles are normalized to their value at the LCFS ne,SOL,
and the radial coordinate R−RSOL indicates the distance to the LCFS.

3.7 Influence of Blobs on First Wall Erosion

As shown above, blobs can contribute to perpendicular particle transport
and carry typically up to 20 % of the perpendicular heat transport in the
SOL [295]. This is in general not considered to be a danger for the main
chamber wall, which is expected to withstand these heat fluxes due to the
large area involved and the use of tungsten as first wall material [297]. But
strong particle transport, even when the related temporally averaged heat
flux is low, can lead to high erosion rates of PFCs, especially, when high
ion temperatures, as it is the case in blobs, are present. The transient,
but high, temperature peaks could potentially lead to much larger erosion
rates than expected from temporally averaged background profiles due to
the non-linear dependence of the sputter yield on temperature [298]. The
experimental quantification of the influence of blobs on first wall erosion as
shown in the following reproduces the results of reference [182].

In order to estimate the expected erosion rates due to blobs in the SOL
on PFCs of the main chamber wall, the blob parameters measured at AUG
are used to extrapolate erosion levels and rates in a reactor assuming that
the blob properties in a reactor are the same as in AUG. The erosion due to
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the background plasma with density ni is estimated as [20]

Eback =
1

2
csniY · 2.26 ·∆t · sin β/nPFC . (3.30)

Eback is given in units of a length and represents the thickness of eroded PFC
material of density nPFC, which is exposed to the background plasma for a
time span of ∆t. Y is the effective sputtering yield for normal incidence, i.e.
the number of expelled PFC atoms per incident plasma ion hitting the PFC
perpendicular to its surface. It is a non-linear function of Ti and Te. This
yield needs to be corrected by the influence of non-perpendicular incident
angles. We define α as the angle between the velocity vector of the incident
ion and the surface normal vector of the PFC at the impact position. For
D+ and C4+ it was shown that the impact angle must be chosen as α ≈ 60o

[299]. For this impact angle, the effective sputtering yield is multiplied by
a factor of 2.26 according to the Yamamura formula [300, 301, 302], which
takes the angle dependence of the sputtering process into account. As a last
factor, the angle β between the magnetic field and the PFC surface is taken
into account, in order to quantify the effective particle flux impinging on the
PFC. This angle is chosen to be β = 2o.
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Figure 3.12: Effective sputtering yield Y for normal incidence of a tungsten
surface in contact with a deuterium plasma without impurities (dashed line), with
1 % of C4+ impurity concentration (solid line), and with impurities but reduced
sheath potential drop (dotted line) for different ion temperatures Ti = 3 ·Te (adapted
from [182]).

The effective sputtering yield of a tungsten surface in contact with a pure
deuterium plasma is shown in figure 3.12 (dashed line). For this calculation,



110 Chapter 3. Size, Dynamics and Erosion Properties of Blob Filaments

the ions are assumed to be Maxwellian distributed having an energy of [20]

Ei = 2Ti − ZeVs. (3.31)

The first term is the approximate thermal energy of the ions at the sheath
edge and the second term represents the energy of an ion with charge state
Z gained in the sheath potential drop Vs. The latter is typically negative for
floating conditions and given in units of Te by

eVs

Te

= 0.5 ln

[(
2π

me

mi

)(
1 +

Ti

Te

)
(1− δse)

−2

]
(3.32)

with secondary electron coefficient δse. We set δse = 0 (see discussion below)
and, in agreement with measurements in the SOL of ASDEX Upgrade at
a Greenwald fraction of fGW = 0.44 [266], the ion temperature is assumed
to be three times higher than the electron temperature (τi = 3) resulting in
an effective sheath potential drop of Vs ≈ 2.5Te/e. The sputtering yield for
a pure deuterium plasma (Z = 1) strongly rises above Ti > 30 eV, but is
negligible below (see figure 3.12, dashed line).

For the estimation of the erosion of blobs, we consider the following sit-
uation. From the measurements we know that a blob of density δn stays for
the time span of the residence time τb within our Li-BES observation volume
of a single LOS (purple region in figure 3.13). Since the blob is connected
parallel to the magnetic field with a PFC, it passes during the same time
span the contact region (orange) on the PFC close to the divertor. A single
blob therefore induces an erosion of

Eblob =
1

2
cs,blobδnYblob · 2.26 · τblob sin β/nPFC . (3.33)

For this estimation, the sound velocity cs,blob inside the blob is used, i.e the
electron temperature of the blob has to be inserted. The same holds for the
sputtering yield Yblob, for which the blob parameters have to be inserted.

3.7.1 Erosion by a Pure Deuterium Plasma

For the background plasma (pure deuterium) we now assume Ti = 18 eV and
Te = 7 eV, and for the blobs Ti,blob = 100 eV and Te,blob = 30 eV as it was
measured with an RFA in comparable discharges at fixed fGW = 0.44 [266].
Furthermore, we assume ∆t = 31.5 · 106 s corresponding to a full year of
plasma operation (burn year) in order to relate our results to the operating
conditions in a fusion power plant in terms of pulse duration. For the blobs,
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Figure 3.13: Schematic of blob induced erosion: A blob (blue) in the SOL passes
the observation volume (purple) of the Li-BES diagnostic during a residence time
of τb. For the same time span τb, the blob is connected along the field line to a
contact region (orange) on a PFC close to the divertor. The plasma parameters of
the blob determine the erosion properties in the contact region. (reproduced from
[182]).
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we have to multiply ∆t by a weighting factor of w = τbfblob due to the fact
that the blobs exist only for a short fraction of time (typically w ≈ 2 % of a
time trace consist of 2.5σ-blobs). For tungsten we set nPFC = 6.3 · 1028 m−3,
and all other parameters are used as measured and shown in figure 3.10. The
result of this estimation according to equations 3.30 and 3.33 for different
densities of a pure deuterium plasma is shown in figure 3.14. The erosion
Eback induced by the background plasma only (open triangles) is typically one
order of magnitude smaller than the total erosion Etot = Eblob +Eback (filled
triangles) which accounts for both blob and background induced erosion.
This is a striking result since the blobs are only a fraction of time (w ∼
1/50 of a second) in contact with the PFC while the background plasma
continuously sputters the contact region. But the higher plasma density
δn and the substantially higher ion temperature Ti in combination with the
non-linear dependence of Y on Ti overcompensate the shorter contact time.
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Figure 3.14: Gross erosion (i.e. erosion without redeposition) at the contact
region for one burn year (365 d, 24 h/d) for ASDEX Upgrade L-mode conditions
(logarithmic scale) for different impurity concentrations and sheath potentials in
dependence of the Greenwald fraction (adapted from [182]).

With increasing density both the background induced erosion Eback and
the total erosion Etot including blobs increase due to the density depen-
dence of equations 3.30 and 3.33. While the absolute values of the erosion
of the background plasma of maximum Eback ≈ 0.006mm are very low,
the total erosion achieved including blobs reaches much higher values up
to Etot ≈ 0.4mm. Such low values are not a concern for the first wall mate-
rial in future reactor designs, despite breeding requirements in the blankets
and safety reasons call for a small thickness of the tungsten layer on PFCs.
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3.7.2 Erosion with 1 % Impurity Concentration

As has been shown in previous investigations of sputtering of tungsten PFCs
in ASDEX Upgrade [298, 303, 304], even low fractions of impurity concen-
trations can substantially increase the sputtering yield due to the higher ion
mass and charge state Z of impurity ions (compare also equation 3.31). The
measured erosion levels could only be explained by erosion models which take
into account a few percent of C4+ as a placeholder for all low-Z impurities
typically present in ASDEX Upgrade. As shown in figure 3.12 (solid line),
the effective sputtering yield of a deuterium plasma containing 1 % of C4+

impurity ions is between 8 eV and 80 eV several orders of magnitude greater
than a pure deuterium plasma and significant sputtering sets in already at
comparatively low temperatures.

If this effect is taken into account for the comparison of background and
blob induced erosion, the relevance of the higher ion temperatures in blobs
decreases. The total erosion including blobs (figure 3.14, filled squares) is
maximum 37 % higher than the background erosion only (open squares). Due
to the higher charge number Z = 4 for impurity ions, the sheath acceleration
gains in importance. Therefore, the high ion temperatures in blobs play only
a minor role for the effective sputtering yield. Due to the same effect, the
sputtering curve is flatter at lower temperatures resulting in small differences
of the sputtering yields for background and blob plasma parameters. This
is in contrast to the pure deuterium case, where the differences between
background and blob sputtering yields could even balance the less frequent
occurrence of blobs.

The absolute values of erosion of almost 2 mm is quite significant, given
the fact, that the PFCs in a reactor will only have a tungsten layer of a
thickness of a few mm. Therefore, such erosion estimations and their param-
eter dependences are crucial to be estimated for all kind of plasma scenarios
envisaged for a reactor.

3.7.3 Erosion with 1 % Impurity Concentration and Re-
duced Sheath Potential

So far, we used the approximation Vs ≈ 2.5Te/e assuming δse = 0 in equa-
tion 3.32 for the calculation of the sputtering yields. For finite secondary
electron emission δse ̸= 0, however, the sheath potential can be reduced sig-
nificantly as indicated by measurements in different tokamaks [305, 306, 307].
This reduction of the sheath potential decreases the acceleration of ions in
the sheath and therefore reduces the impact of impurities for the erosion
process (see figure 3.12, dotted line). In order to account for this effect,
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we determined the erosion for background plasma parameters (open circles)
and the total erosion including blobs (filled circles) as an example assuming
Vs = 1 Te/e corresponding to δse = 0.775 as shown in figure 3.14. In this
case, the absolute erosion levels are reduced by an order of magnitude rela-
tive to the case with impurities and Vs ≈ 2.5Te/e, but still much higher than
the erosion levels without impurities at all. For finite δse, the erosion levels
with blobs are a factor of two larger than the background erosion only. This
reveals again the complementarity of the sheath effect and the influence of
blobs on erosion: weak impact of the sheath acceleration involves strong blob
contribution and vice versa.

We have to state clearly that equations 3.30 and 3.33 are only rough esti-
mates for the evaluation of gross erosion. It does not account for redeposition
or for the fact that parallel density and temperature gradients along the mag-
netic field line could exist. Furthermore, we assumed the same temperatures
and temperature ratio τi = 3 for the whole density range. However, as it
was shown in reference [308], τi depends on the density and can range from
2 to 8 changing the erosion due to the sheath potential (see equation 3.32).
The very high erosion of up to 2mm in the case with impurity ions at high
Greenwald fraction (figure 3.14, filled squares) might therefore be an upper
limit of a worst case scenario.

On the other hand, the estimations are done for L-mode parameters. In
H-mode plasmas, however, significantly higher densities in filaments of edge
localized modes (ELMs) [309] (even in scenarios with small ELMs [310]), and
hence higher erosion could be achieved. This is possibly of relevance for ITER
which will operate in H-mode and at much higher temperatures [7]. Together
with the fact that sputtering of Beryllium sets in already at much lower ion
temperatures than it is the case for tungsten, this is unfavorable for the
first wall in ITER. Another issue, which has not been taken into account in
our estimation, is self-sputtering of tungsten which also can increase erosion.
Averaged over a whole campaign (6300 s of plasma operation) at ASDEX
Upgrade, a net erosion of maximum 100nm corresponding to a net erosion
rate of 1.59 · 10−11 m/s was measured by means of Rutherford backscattering
on baffle tiles [311]. This is only a factor of four lower than the gross erosion
rate of about 6.34 · 10−11 m/s (∼ 2mm in one burn year) as derived from our
blob erosion model including impurities described above. In this sense, our
estimation is not far from reality.



Chapter 4

Parameter Dependence and
Physical Mechanism of the L-H
Transition

In addition to the main parameter dependencies of the L-H power threshold
PLH as obtained from the multi-machine data base according to equation
2.13, many more engineering and plasma parameters have been found to
impact PLH. The most common parameter dependencies will be shown in
the following. In addition to the parameter dependence of PLH, a few fur-
ther observations around the L-H transition have been made, which have a
potentially strong impact on the theoretical description of the L-H transi-
tion. They point to a crucial role of the edge ion heat flux and to a critical
E × B velocity at the edge. These two elements have predictive or at least
an explanatory power and are related to the shear suppression paradigm of
the L-H transition. The main experimental findings and their relations to a
selection of L-H transition models are discussed at the end of this chapter.

4.1 Experimental Parameter Dependence of the
L-H Power Threshold

4.1.1 Isotope Dependence of the L-H Transition

At AUG it was found that the L-H power threshold, PLH, is about a factor of
two higher in hydrogen (H) compared to deuterium (D) [47, 312], see figure
4.1. This indicates, that the power threshold might scale as

PLH∝ 1/Aeff (4.1)

115
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with the effective isotope mass

Aeff =
nH + 2nD + 3nT

nH + nD + nT

, (4.2)

depending on the H density nH, D density nD and tritium (T) density nT. As
a few examples, Aeff = 1 for H, Aeff = 2 for D, and Aeff = 2.5 for a deuterium-
tritium (D-T) mixture with 50 % D and 50 % T. Very similar observations
were made at other tokamaks [313, 314], although slight deviations from
equation 4.1 were found, especially in plasmas with mixed ion species [315,
316].
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Figure 4.1: Power threshold of the L-H transition, Ploss, measured at AUG in
plasmas of different main ion isotope (adapted from [47]). The dashed lines indicate
the scaling of PLH according to equation 2.13.

Helium (He) plasmas apparently have the same L-H power threshold as
D in AUG (see figure 4.1), but this is not confirmed at other tokamaks,
which typically find a higher power threshold in He compared to D [314, 313,
317, 318]. The additional charge of the He ions or the specific effects of He
pumping, which differ in the considered tokamaks, might impact the power
threshold in a more complicated way.

The JET tokamak is the only experiment with T plasma operation capa-
bility, at which systematic studies of the L-H power threshold in T plasmas
or D-T mixtures were undertaken. Results of first investigations in T and
D-T plasmas in the carbon wall era, i.e. at a time when the first wall in JET
was made of graphite tiles, confirmed the mass scaling (equation 4.1) even
for mixed ion species as it is shown in figure 4.2. For the estimation of PLH
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the quantity Psep (see equation 2.15) was used in order to correct the power
levels from too high radiation levels as they are typical in JET. A similar
result is found, when Ploss is used in this study [319], hence, radiation does
not change the conclusion about the isotope scaling of PLH.

Figure 4.2: Scaling of the L-H transition power PLH estimated as Psep=Ploss-Prad

at the JET tokamak, when it was equipped with a carbon wall (reproduced from
[319]). A mass scaling PLH ∼ 1/Aeff was found.

Based on the experimental results in H and D plasmas from smaller toka-
maks and the T data of JET shown in figure 4.2, we can construct an isotope
dependent ITPA scaling

Pscal = 0.0488n̄0.72
e B0.8

ϕ S0.94 · 2A−1
eff . (4.3)

by just extending equation 2.13 by an inverse dependence on the effective
isotope mass. The factor of 2 is due to the fact, that the ITPA scaling
(equation 2.13) was derived from a regression of D plasmas only. Equation
4.3 can be considered as a natural isotope mass dependent power threshold
scaling as derived from a multi-machine data base consisting mainly of PLH-
data from carbon wall machines [168].

In early 2011, the JET tokamak was fully equipped with a metallic wall,
i.e. a tungsten (W) divertor and a main chamber first wall made of beryllium
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(Be) [320], since a carbon wall is considered to be not suitable for a future
fusion reactor due to too high tritium retention and unfavorable erosion levels
[321, 322]. The materials of PFCs of JET, i.e. a Be main chamber and a
W divertor, are the same as in the next step fusion experiment ITER [7],
which is planned to demonstrate positive net energy production from fusion,
so that JET with its ITER-like wall (ILW) can provide valuable support to
ITER to study reactor-relevant plasma scenarios and safety issues in metallic
wall conditions.
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Figure 4.3: L-H power threshold in JET with ILW estimated as Ploss (left) and
Psep (right) against line-averaged core density n̄e for different main ion plasma
isotopes and isotope mixtures heated with different heating schemes. The data points
labelled as “transient” are dithering L-H transitions and were heated with ICRH.
The numbers next to the symbols of the H-T mixtures indicate the tritium content
of these plasmas (reproduced from [323]).

In a more recent investigation of the L-H power threshold in JET plas-
mas with ILW at a magnetic field of Bϕ = 1.8 T [324, 323], pure T plasmas
and plasmas of tritium-containing mixtures like hydrogen-tritium (H-T) and
the reactor-relevant fuel mixture D-T were studied. The typical L-H power
threshold curves depending on density differ quite significantly for the dif-
ferent isotope mixtures as shown in figure 4.3. Among the pure plasmas, H
plasmas exhibit the highest power thresholds, while D plasmas are more than
a factor of two lower in terms of Ploss (figure 4.3, left). The power thresholds
in T plasmas tend to be even lower than in D plasmas, at least in the high
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density branch and at lowest densities. At medium densities, there is hardly
any difference between D and T. The overall lowest power thresholds were
found in ohmically heated T plasmas at lowest densities. For the H-T mixed
plasmas, Ploss decreases with increasing T concentration, i.e. with increasing
isotope mass Aeff . Two D-T data points are between the D and the pure T
data, which don’t differ much at medium densities.

When the radiation is subtracted, the data set looks very similar (see
figure 4.3, right). The slight differences between plasmas heated with ICRH
and NBI as visible in the T data of Ploss, have vanished for Psep. This
means that the actual L-H power threshold represented by Psep is the same in
ICRH and NBI heated plasmas, but ICRH heated plasmas suffer from higher
radiation levels probably due to ICRH induced sputtering of Be in the SOL
due to rectified RF fields [325]. The higher Be concentrations in the SOL
lead to sputtering of W, so that increased W concentrations in the confined
plasma raise the radiation levels there. Since sputtering yields depend on
the isotope mass [326], this effect is most severe in T plasmas. Consequently,
Ploss in ICRH heated T plasmas can be comparably high and can hamper
H-mode access, so that only dithering transitions but no sustained H-modes
are achieved [324].

In contrast to H and D plasmas, the T data does not exhibit a clear min-
imum, so that n̄e,min cannot easily be determined from this data. However,
a rise of density in ohmic phases of T plasmas lets the plasma enter into
H-mode (corresponding to the ×-symbols in figure 4.3) and a further rise in
density lets the plasma fall back into L-mode [324]. This dynamics points
clearly to a typical transition in the low-density branch, so that the ohmic
data points of the T plasmas can be considered as the low-density branch.

The curves of Ploss and Psep shown in figure 4.3 qualitatively confirm,
that the L-H power threshold scales inversely with the effective isotope mass
Aeff , since heavier isotopes exhibit lower power thresholds in pure plasmas
and higher T concentrations in H-T mixed plasmas continuously lowered
PLH. But how is the data related to the ITPA isotope scaling (equation 4.3),
which is the reference for carbon wall machines? In order to validate the
isotope-dependent ITPA scaling, the PLH data shown in figure 4.3 is divided
by equation 4.3 and drawn against the effective isotope mass Aeff . This is
shown in figure 4.4.

The data of the pure isotope plasmas and the D-T data points cluster
around the respective effective isotope masses (H around Aeff = 1, D around
Aeff = 2, T around Aeff = 3 and D-T around Aeff = 2.5), while the H-T
mixed plasmas covers the full range from Aeff = 1 to Aeff = 3. Similar as in
figure 4.3, the data for Psep (right) exhibits less scatter than the data for Ploss

(left), since the scatter introduced by Prad is removed for Psep. Despite this
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improvement, the Psep data is still scattered in y-direction, which could be
due to the measured density dependence of the PLH-curve, which is not fully
compensated by the density dependence of the scaling. Thus, the scaling for-
mula (equation 4.3) does not reflect the correct density dependence although
only data from the high-density branch is used in this investigation, or other
missing parameters, which did not enter the scaling, are relevant for PLH.
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Figure 4.4: Ploss (left) and Psep (right) normalized to the scaling Pscal(equation
4.3) against effective isotope mass, Aeff . Only data from the high density branch
are shown. The power threshold can vary significantly for the same Aeff indicating
that the isotope effect of PLH is not well described by the effective isotope mass
(reproduced from [323]).

In general, the measured values of Ploss are about 20 % lower than the
scaling for H, D and D-T plasmas, and Psep about 40 % lower than the
scaling. This is a well known effect of the metallic wall, which was studied in
detail at JET [327] and AUG [47, 45] (as a reminder: the ITPA scaling was
derived from a data set consisting mainly of data from carbon wall devices).
For T plasmas and some of the H-T mixtures this effect seems to be absent in
Ploss possible due to the high radiation especially in ICRH heated plasmas,
but Psep is still 20 % to 30 % lower than the scaling, so that the metallic
wall effect also might play a role for T containing plasmas, albeit to a minor
extend.

The most intriguing outcome of this representation of the data is the fact,
that the L-H power threshold can differ significantly in plasmas of the same
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isotope mass. More specifically, the isotope mass of D is the same as for the H-
T mixture with about 50 % T (both have Aeff = 2), but the power threshold
e.g. in terms of Psep is 65 % lower in D than in the corresponding H-T
mixed plasma at the same density. Similarly, Psep of the D-T plasma is much
lower than Psep of the corresponding H-T plasma with 74 % T concentration,
although both plasmas have Aeff ≈ 2.5. Obviously, it is not (only) the isotope
mass, which matters for PLH, but rather the isotope composition. This means,
that a description of isotope effects of the L-H power threshold only with Aeff

will fail, and models or scalings, which do not take into account the isotope
composition, will not be able to correctly predict the isotope dependence of
PLH in future machines. As an example, fluid models, which try to predict
the L-H power threshold [212, 328] should model each isotope species as a
separate fluid instead of using a single fluid representing a mixture of ions
with an effective isotope mass Aeff .

While Aeff might be an appropriate parameter to roughly parameterize
the isotope effect of the L-H power threshold for plasmas with pure isotopes,
this approach fails for mixed plasmas. As it will be shown below in section
4.2.2, it is the L-mode transport of the respective isotope composition which
determines the L-H power threshold [323].

4.1.2 Current Dependence

The L-H power threshold depends on the plasma current Ip as shown in
figure 4.5 for AUG. Since the Greenwald density limit [284] depends on the
plasma current as well, only relatively low densities can be achieved in L-H
transition experiments at lower currents. Thus, it is not clear whether the
high-density branch likewise possesses a current dependence or not at AUG.
At JET, however, a current dependence on the full range of densities was
found [329] and a general current scaling of PLH∼ I0.2p was suggested [327].
At DIII-D the current dependence on PLH was found to be stronger at high
density than at low density [330]. In general, the observations point all to
an increase of PLH with plasma current Ip.
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Figure 4.5: L-H power threshold for AUG in deuterium plasmas (reproduced from
[47]). In the low-density branch, the power threshold depends on the plasma current
Ip.

4.1.3 Plasma Shape Dependence

Investigations at JET have shown that a higher triangularity of the plasma
can change the slope of the density dependence of PLH [331]. As a conse-
quence, PLH is lower for higher triangularity in the high-density branch. It
turned out, that the lower triangularity is decisive for the change in PLH, and
that the length of the divertor leg can impact the transition as also found
in DIII-D [313, 332] and in Alcator C-mod [333]. Strikingly, a longer outer
divertor leg corresponding to a higher X-point position increased the L-H
power threshold in DIII-D, while it reduced PLH in C-mod.

At JET, similar observations were made [327, 334, 335], and it is not clear
whether the change of neutral content in the divertor or the effective charge
number Zeff is the decisive quantity determining the L-H transition power,
since both quantities are proportionally increased with PLH, when the shape
was changed. Not only the leg lengths can change PLH, but similarly the
location, where the outer leg is placed, can impact PLH as shown in figure
4.6. Placing the outer leg on the vertical target (VT) can increase PLH by
up to a factor of two compared to the horizontal target (HT) configuration
[336]. It is discussed, whether the paths of the neutrals in the private flux
region, i.e. the region below the X-point and between the two divertor legs,
are impacting the temperatures on the outer target and thus changing the
outer shear of the radial electric field profile facilitating the L-H transition
in HT configuration [337].
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Figure 4.6: L-H power threshold depending on the divertor geometry at JET.
When the outer divertor leg is placed on the horizontal target (HT), the power
threshold (black symbols) is lower and exhibits a clear minimum at n̄e,min. In this
case, the data agrees quite well with the ITPA scaling (equation 2.13). If the outer
leg is placed on the vertical target plate (VT), the power threshold (blue symbols) is
up to a factor of two higher and does not exhibit a minimum.

The magnetic configuration, i.e. the direction of the ion ∇B-drift with
respect to the active X-point1. X-point location, has a strong influence on
PLH [338, 118, 339]. In favorable2 configuration, for which the ∇B-drift of the
ions is pointing to the active X-point, the L-H power threshold is typically
a factor of two (or more) lower than in unfavorable configuration, in which
the ion ∇B-drift points away from the active X-point. This effect is not
well understood, but opens a window to high power L-modes, which show
improved confinement. This are called improved L-modes or I-modes and
were discussed in section 2.3.1.

1In this case active X-point describes the primary X-point, which is defining the main
separatrix being in direct contact to the confined plasma. The secondary X-point is
typically far in the SOL (unless a double null configuration is chosen) and has no strong
impact on processes in the confined plasma.

2This configuration was dubbed favorable, since in this configuration, the impurity ions
are believed to drift due to the ∇B-drift towards the actively pumped divertor, which leads
to cleaner plasmas.
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4.1.4 Dependence on Wall Material and Divertor Ge-
ometry

As shown in JET [327], but also investigated in AUG [47], the L-H power
threshold is lower in a metallic wall compared to the same conditions (same
divertor geometry and plasma shape) with a carbon wall. At AUG it was
shown [45], that the density profile is steeper in a metallic wall than in a
carbon wall, so that the diamagnetic contribution to the radial electric field
(see equation 2.8) is stronger, thus, facilitating the L-H transition due to
higher Er-shear. This change in density might be related to higher neutral
reflection coefficients for W PFCs compared to C PFCs [45].
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Figure 4.7: L-H power threshold normalized to the scaling in standard H-mode
discharges with similar parameters in AUG during the course of time indicated by
the plasma pulse number (shot number). The L-H power threshold decreased by
about 20 % after the PFCs were fully covered with tungsten (reproduced from [47]).

Not only the material of the PFCs has an impact on PLH, but also the
geometry of PFC components especially in the divertor can modify PLH. As
shown in several studies at JET, the presence of a dome (or septum) between
the divertor legs or changes of single components in the divertor cassette can
change the L-H power threshold by 25 % [327, 329, 334].
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4.1.5 Torque Dependence

The DIII-D tokamak allows for changing the torque in a plasma largely in-
dependent of the heating power due to the use of two neutral beam injectors
systems, which are launching their heating beams in opposite direction. This
enabled L-H transition studies depending on the torque input [332]. The re-
sult is shown in figure 4.8: A higher torque input in co-current direction (i.e.
into the same toroidal direction as the plasma current) increases the power
threshold. Similar results were also found at AUG [165] and JET (most
prominently in H plasmas [336]).

As will be discussed in more detail below (see section 4.3.2), the torque
input changes the toroidal velocity in the radial force balance (see equation
2.4) impacting the radial electric field in a way that the Er-shear is large for
negative torque (with respect to the plasma current direction) facilitating
the L-H transition. Thus, the torque input is a powerful external actuator
to change the L-H power threshold.
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Figure 4.8: L-H power threshold (here called PTH being equivalent to Ploss) depend-
ing on NBI input torque in DIII-D for different isotopes (reproduced from [332]).
Positive torque points in co-current direction, i.e. in the same toroidal direction
as the plasma current, and negative values of the torque indicate counter-current
injection.
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4.1.6 Impurities and Seeding

The presence of impurities increasing the effective charge Zeff increases PLH

[340, 327, 341]. But since this correlates with other parameters (e.g. changes
in shape, density and neutral density in the divertor) it is not clear, whether
Zeff is really causing higher PLH. However, seeding of low-Z impurities for
cooling the SOL in order to facilitate divertor detachment, clearly increases
Ploss. This is shown in figure 4.9.
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Figure 4.9: L-H power threshold at AUG in plasmas with nitrogen seeding. Ploss

increases monotonically with nitrogen seeding rate, Npuff (left). Compared to the
unseeded case (black line) at the same line-averaged density n̄e, the power threshold
in terms of Ploss with nitrogen seeding increases up to a factor of two (right). The
unseeded PLH is the fit curve of data at Ip = 0.8 MA from [47].

The L-H power threshold in terms of Ploss increased almost a factor of
four at the highest nitrogen seeding rate of Npuff = 9.8 · 1021 (e/s) (4.9,
left). For high seeding rates, the density in the plasma rises, so that the
increased Ploss must be compared with the respective L-H power threshold at
the same density. As shown in figure 4.9, right, Ploss at the highest seeding
rates is still a factor of two higher than in the unseeded case at otherwise
identical parameters. It is not fully clear yet, why seeding increases Ploss,
although radiation might play a key role. But for reactor-scale fusion de-
vices, for which detachment by impurity seeding might be mandatory in all
phases of operation, this could imply that they suffer from comparably high
L-H power thresholds under these conditions. As shown in JET [227], high
power plasmas with impurity seeding feature edge plasma dynamics as typ-
ical for operational points close to the L-H power threshold confirming this
hypothesis.
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4.1.7 Further Dependencies

In addition to the parameters presented above, there are a few further pa-
rameters or actuators, which are able to change the L-H power threshold:

• Magnetic perturbation fields as they are used for ELM suppression (see
chapter 2) likewise increase PLH. The necessary perturbation field am-
plitude for ELM suppression is lower than the threshold, above which
PLH increases significantly due to perturbation fields, so that an ELM-
suppressed regime in H-mode can be achieved in AUG without increas-
ing PLH [342]. For DIII-D data, however, this is not that obvious [313],
and for future devices like ITER it is still open, whether the H-mode
and ELM-suppression in H-mode is possible to achieve during the non-
nuclear phase at the beginning of its operation with already elevated
PLH due to the use of hydrogen as the main species and limited heating
power.

• Pfirsch-Schlüter flows (see section 2.1.1) might impact PLH and could
explain, why PLH is higher in unfavorable configuration [343].

• The presence and distribution of neutral density certainly plays a role
for the L-H transition [344, 327] and different gas puff locations can
change the access condition to H-mode [345]. It is argued that a gas
puff from the HFS is more beneficial to access H-mode than any other
puffing location, since then the toroidal flows are less damped at the
LFS due to low neutral density at the outboard midplane leading to
stronger radial electric fields and, hence, facilitate the L-H transition.

4.2 Experimental Observations Around the L-H
Transition

4.2.1 Similar Edge Electron Temperatures

The PLH data set obtained in plasmas at JET with ILW at Bϕ = 1.8 T
presented above in the context of the isotope dependence of the L-H power
threshold (see section 4.1.1), is unique, since it covers the full range of hy-
drogenic isotope masses from Aeff = 1 to Aeff = 3 and a wide range of power
thresholds from Psep ≈ 1 MW in ohmic T plasmas to Psep≈ 6 MW in H
plasmas for otherwise identical parameter (magnetic field, plasmas current,
plasma shape, etc.).
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Figure 4.10: Electron density profiles (top) and electron temperature profiles (bot-
tom) averaged over 200 ms in the L-mode phase prior to the L-H transition mea-
sured with the high resolution Thomson scattering diagnostic in plasmas at JET
with ILW at Bϕ = 1.8 T for similar densities and different isotope mixtures (re-
produced from [323]).
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Despite these large differences in isotope mass and threshold power, the
radial profiles of electron temperature and density measured by the high
resolution Thomson scattering diagnostic [346] prior to the L-H transitions
in plasmas with similar line-averaged densities in the range between n̄e=
3.0 · 1019 m−3 and n̄e= 3.2 · 1019 m−3 are very similar. The density profiles
(see figure 4.10, top) are quite similar, and the small differences are due to the
fact, that the densities were not perfectly matched. The agreement between
the electron temperature profiles of the different isotopes is even better (see
figure 4.10, between). They show reasonable agreement in the core plasma
and perfectly agree in the outer half of the radius within errors. The finding of
similar kinetic profiles at the L-H transition for different isotopes and isotope
mixtures is not new and was already described before for JET [347, 336] and
also for edge temperatures at AUG [312, 348]. But it is impressive to see that
this effect is also present in T containing plasmas and over a now extended
range of PLH and Aeff .

2 4 6
Psep (MW)

0

200

400

600

800

1000

1200

T
 (e
V
) 11

19
26

4247
74

96

2 4 6
Psep (MW)

0

100

200

300

400

500

T
e;
ed
ge

 (e
V
)

11

19
26424774

96

D, ICRH
H, ICRH
H-T, ICRH
H-T, Ohmic
T, ICRH

T, transient
T, Ohmic
T, NBI
D-T, ICRH

Figure 4.11: Average temperature, T = W/(3n̄eV ) (left), and edge electron tem-
perature measured with the ECE diagnostic, Te,edge (right), taken 9.95 cm inside
the LCFS. The semi-transparent symbols indicate data from the low density branch.
Numbers next to symbols indicate the tritium concentration of H-T mixtures (re-
produced from [323]).

For different line-averaged densities, the electron density profiles natu-
rally cannot agree as the ones shown in figure 4.10, top. But the electron
temperature profiles agree quite well for all isotopes and all considered line-
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averaged densities. This is represented in two different ways in figure 4.11.
The panel on the left shows the volume-averaged temperature estimated as
T = W/(3n̄eV ) with energy content W and plasma volume V . Despite the
variation of the L-H transition power Psep of a factor of 6 and a variation in
line-averaged density between n̄e= 1.5 · 1019 m−3 and n̄e= 4.7 · 1019 m−3, the
averaged temperature of most of the data points ranges between 500 eV and
700 eV with a small upward trend for higher Psep. Only the points from the
low-density branches in D and H plasmas (semi-transparent symbols) devi-
ate from the main line of data. This could be related to finite ICRH-induced
fast ion contributions to W at low densities or a mismatch of electron and
ion temperatures, so that T is not a meaningful quantity to draw conclu-
sions about thermal temperature profiles. But for data of the high-density
branch, T is very well aligned for all isotope masses and over a wide range
of densities.

A similar conclusion can be drawn from the edge electron temperature
Te,edge measured with ECE [349] 9.95 cm inside the LCFS corresponding to
a normalized poloidal flux coordinate of ρpol≈ 0.90. The data is quite scat-
tered, but the main part of the data clusters around 200 eV despite the large
variation of heating power. In this case, the data of the low-density branch
(semi-transparent symbols) is within the errors of the other data points indi-
cating that the temperatures of the thermal plasma are very similar for the
whole density and power range.

Constant edge electron temperatures at the L-H transition in a wide range
of densities for otherwise fixed parameters were already found earlier at JET
[334, 331, 327, 350] and at other experiments [351, 352, 353]. Nevertheless, it
is intriguing to see that the same is found in the presented data set, since it
exceeds previous studies in terms of covered density range and heating power
range.

4.2.2 Power Threshold and L-mode Transport

As shown above (see figure 4.4), the different isotope compositions with the
same effective isotope masses exhibited different L-H power thresholds. This
raises the question, what hidden parameter could be the reason for this dif-
ference in PLH? A possible answer is given in figure 4.12. It shows how Psep

is related to the one fluid heat diffusivity

χeff =
aV Psep

WS
(4.4)

with minor plasma radius a and plasma surface area S of the LCFS. χeff

can be considered as an average heat diffusivity assuming that the electron
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and ion temperatures are the same, T = Ti = Te, which is usually a good
approximation for the confined plasma at JET, and that the temperature
gradient is constant along the radial coordinate, which is likewise not far from
reality (see figure 4.10). A further approximation, which enters equation 4.4,
is the fact that Psep instead of the full net power is used for the estimation
of the confinement time

Psep

Wp

≈ 1

τE
=

S

V

χeff∇T

T
≈ S

V

χeff

a
. (4.5)

In this sense, the confinement time is radiation-corrected for our purposes.
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Figure 4.12: Relation between L-H power threshold estimated as Psep and the
effective one fluid heat diffusivity χeff = (aV Psep)/(WS). The offset linear rela-
tion suggests that the L-H power threshold is determined by the transport in L-mode
prior to the transition. Semi-transparent symbols indicate data from the low-density
branch and the numbers indicate the tritium concentration in H-T mixtures (repro-
duced from [323]).



132 Chapter 4. Parameter Dependence and Mechanism of L-H Transitions

The offset linear relation between χeff given in (m2/s) and Psep given in
MW following approximately a fit curve of

Psep = 2.0χeff − 1.2 (4.6)

reveals that the L-mode heat transport estimated by χeff is responsible for the
amount of heating, manifesting as Psep, which is necessary to reach the critical
temperature profiles in order to access the H-mode. For high transport,
as it is the case for H plasmas, Psep is highest, and for lowest transport
levels as typical for T plasmas, Psep is lowest. This way, the L-H transition
physics is connected to the physics of the L-mode isotope effect of transport
[347, 354, 355].

The linear offset relation between Psep and χeff explains why the L-H
power threshold for the pure deuterium plasma is lower than in the corre-
sponding H-T mixture with 47 % T content (both have Aeff ≈ 2.0): The
transport in the pure deuterium plasma (χeff = 1.38 m2/s) is lower than the
transport in the H-T mixture (χeff = 2.16 m2/s), and thus Psep is lower. The
same relation holds for the comparison between the D-T plasma (χeff = 1.245
m2/s) and the H-T mixture with 74 % T content (χeff = 1.85 m2/s), which
both have Aeff ≈ 2.5. This data clearly demonstrates, that the heat trans-
port quantified by χeff can be very different for the same effective isotope
mass Aeff , and, consequently, the L-H power threshold is very different. This
implies that Aeff is not a good parameter to describe the isotope effect of
transport consistently, similarly as concluded for the isotope effect of PLH.

It should be emphasized that the offset linear relation manifesting in equa-
tion 4.6 is only valid for the chosen magnetic field, plasma current, plasma
shape and divertor material and geometry present for the data at hand.
Other magnetic fields, currents and plasma shapes were shown to be related
to other critical edge temperatures [356, 335]. But since likewise constant
edge temperatures were found in other scenarios [334, 331, 327], it is reason-
able to assume that a similar kind of offset linear relation between Psep and
χeff exists likewise for other conditions.

4.2.3 Key Role of Edge Ion Heat Flux

L-H transition studies at AUG [165, 312] and Alcator C-mod [357] using
torque-free heating systems, i.e. ECRH for AUG and ICRH for Alcator C-
mod, revealed a crucial role of the edge ion heat flow

Qi,edge = qi,edgeS = −niχi∇TiS. (4.7)

qi,edge is the edge ion heat flux and χi the local ion heat diffusivity.
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Figure 4.13: L-H power threshold (black) and edge ion heat flow (red) for two
different plasma currents in ECRH heated plasmas at AUG (adapted from [165]).
Despite the different PLH for the two plasma currents, the edge ion heat flow shows
in both cases the same linear dependence on the line-averaged density.

As it is shown in figure 4.13, the edge ion heat flow Qi,edge exhibits an
accurate linear dependence in the line-averaged density n̄e, despite the fact
that the power threshold, PLH, varies non-monotonically. In addition, the
identical linear relation between the edge ion heat flow

Qi,edge = 1.8n̄e (4.8)

in MW and line-averaged core density n̄e in units of 1020 m−3 holds for two
different plasma currents (1 MA and 0.6 MA), although PLH in these two
cases are up to a factor of two different.

A data base combining data from AUG and Alcator C-mod revealed an
additional magnetic field and surface dependence, and indicated that the L-
H transition in low torque conditions are associated with a critical edge ion
heat flow with the parameter dependence

Qcrit
i,edge = 0.0029n̄1.05

e B0.68
ϕ S0.93 (4.9)

with the Qcrit
i,edge in MW, line-averaged core density n̄e in units of 1019 m−3,

toroidal magnetic field Bϕ in T, surface area S of the LCFS in m2. It is note-
worthy, that the main parameters for the critical edge ion heat flow, namely
n̄e, Bϕ and S, are the same one as in the ITPA scaling of PLH (equation 2.13).
At AUG it was shown [312], that the critical edge ion heat flow in H plasmas
is about two times higher than in D plasmas suggesting an isotope scaling of
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the critical edge ion heat flow inversely proportional to the effective isotope
mass, Qcrit

i,edge ∝ 1/Aeff , so that equation 4.9 should be extended by an isotope
dependent factor to be applicable to other isotopes [358, 324].

The advantage of a critical edge ion heat flow, as it was found in torque-
free heating scenarios, over the ITPA scaling is, that it also applies to the
low-density branch, which is not the case for the ITPA scaling. As it will be
shown below, the critical edge ion heat flow condition (equation 4.9) can be
used to derive a power threshold formula for the whole density range [358].
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Figure 4.14: L-H power threshold at AUG against the ratio between energy con-
finement time and electron-ion energy transfer time (reproduced from [165]). For
both data sets at different currents, the minimum of PLH is reached, when the energy
confinement time is about nine times larger than the electron-ion energy transfer
time to allow for equipartition of electrons and ions.

The possibility to predict PLH by means of the edge ion heat flux con-
dition is possible due to the (experimentally validated) hypothesis, that the
collisional electron-ion energy exchange becomes less effective for low den-
sities explaining the increase of PLH with decreasing density. According to
this idea, it is very inefficient to reach the required critical edge ion heat flux
at lowest densities due to the temperature and density dependence of the
electron-ion energy transfer time τei ∝ T

3/2
e /n, when only electron heating

is used, so that a relatively high amount of heating is needed to access the
H-mode. The minimum of PLH is achieved for the lowest density, n̄e,min, for
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which equipartition, i.e. a balance between ion heating and electron heating,
is achieved. Above this density, electron and ion temperatures typically agree
over a wide range of the radius.

As shown in figure 4.14, it was experimentally found at AUG [165] that
equipartition takes place, i.e. n̄e,min is achieved, when the energy confinement
time τE exceeds the electron-ion energy transfer time τei by a factor of 9.
Under this conditions, the plasma has sufficient time to balance the electron
and ion temperatures by means of collisions.

4.2.4 Critical Velocity

Measurements of kinetic profiles at AUG indicated already over a longer pe-
riod of time, that the edge pressure gradients in ECRH heated plasmas at the
L-H transition are constant for a given magnetic field, i.e. the gradients ex-
hibited the same values despite different densities and thus power thresholds
[359, 46, 47]. The same trend was also found at JET [327].

This indicated that the radial electric field at the L-H transition might
be constant, i.e. the same for different densities or heating powers, due to
the relation between the (normalized) ion pressure gradient and the radial
electric field (see equation 2.8) [47, 49]. Measurements with charge-exchange
recombination spectroscopy (CXRS) [51, 229] and Doppler reflectometry con-
firmed this and found a critical E×B velocity at the L-H transition of about
6.7 km/s as shown in figure 4.15.

The critical velocity is estimated as the maximum velocity inside Er well
prior to the L-H transition. Since the E × B velocity is related to the mag-
netic field of the plasma as vE×B = Er/B, different magnetic fields are as-
sociated with different critical values for Er. But apart from this magnetic
field dependence, Er seems to be remarkable unaffected by any other plasma
parameters, and is even the same in H and D plasmas despite the different
values of PLH of about a factor of two.
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Figure 4.15: The maximum E ×B velocity in the Er-minimum is approximately
the same at the L-H transition at AUG for a large range of densities (top) and
heating power (bottom), and is even valid for different isotopes despite large differ-
ences in PLH (reproduced from [229]).
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4.3 A Heuristic Picture of the L-H Transition
The main observations around the L-H transition presented above are

(O1) a critical edge temperature for a wide range of densities and isotope
masses (for constant field, current and shape),

(O2) an offset linear relation between L-mode transport (quantified by χeff)
and the L-H power threshold (see equation 4.6),

(O3) a critical edge ion heat flow proportional to the line-averaged density,
the toroidal magnetic field, the plasma surface and the isotope mass

Qcrit
i,edge = 0.0058n̄1.05

e B0.68
ϕ S0.93A−1

eff , (4.10)

(O4) and a critical value of the maximum E × B velocity in the Er well for
a wide range of densities, magnetic fields and isotope masses.

Although these findings are subject to measurement errors and are valid
mostly at AUG, and only partially confirmed at JET and Alcator C-mod
due to missing diagnostic capabilities, we assume in the following that these
findings are applicable to the L-H transition physics in general. Based on
this assumption, we evaluate the possibility to predict the power threshold
of the L-H transition, PLH, taking into account these main observations. As
it will be shown below, observation (O4) implies the other observations. This
approach of postulating a critical E × B velocity as essential condition for
the L-H transition is what we consider as the heuristic picture of the L-
H transition developed in the last years based on data from AUG, Alcator
C-mod and JET.

4.3.1 The Predictive Power of a Critical Ion Heat Flux

First, we mainly use observation (O3), i.e. we assume that equation 4.9 is
valid including a possible additional isotope dependence Qcrit

i,edge ∝ Zeff/Aeff

as written explicitly in equation 4.10, and we implicitly consider observation
(O2) by assuming that the L-mode transport (and thus L-mode confinement)
is determining the dynamics at the L-H transition. Based on this, we try to
deduce analytical formulas for n̄e,min and the L-H power threshold PLH.

The first predictive formula related to the key role of the edge ion heat
flux is the explanation of the existence of a minimum of PLH, and, thus,
a formula providing a scaling expression for n̄e,min. As shown above (see
section 4.2.3), equipartition is assumed to be achieved for the line-averaged
density n̄e= n̄e,min, and this condition is equivalent to the situation, when
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τE = 9τei holds in the plasma. For this purpose, the confinement time scaling
for L-mode plasmas in units of seconds [360]

τE,L−mode = 0.023B0.03
ϕ I0.96p A0.2

eff P
−0.73
in R1.83κ0.64

e n0.4(R/a)0.06 (4.11)

with given Bϕ in T, Ip in MA, input heating power Pin in MW, density n
in 1019 m−3, minor and major radius a and R, respectively, given in m is
used. The plasma elongation κe and the effective mass, Aeff are normalized
quantities without associated units. With this and the definitions of the
electron-ion energy transfer time (e.g. from [41]), an expression for the den-
sity, where the PLH minimum occurs, can be derived as [165] (neglecting the
dependence on elongation)

nscal
e,min ≈ 0.7B0.62

ϕ I0.34p a−0.95(R/a)0.4. (4.12)

This formula together with the condition for equipartition and the ITPA
scaling were the main approach to predict the L-H power threshold for ITER
in the non-nuclear phase [167]. Equation 4.12 is an important ingredient to
predict the lower validity limit of the ITPA scaling, which only applies to the
high-density branch.

The same ingredients, i.e. observation (O3) providing the formular for the
critical edge ion heat flow (equation 4.9) and the L-mode scaling (equation
4.11), can be used to derive an analytical formula for PLH [358]. The diffi-
culty in this approach is to introduce the effect of the electron-to-ion energy
transfer sufficiently well in order to infer PLH from equation 4.9. A possible
path to describe these effects is the trick to split up the energy confinement
time into an ion part

τE,i =
3

2

niT iV

Pheat,i + Peq

(4.13)

depending on the volume-averaged ion density ni, volume-averaged ion tem-
perature T i, heating of the ions provided by the (external) heating system
Pheat,i and the collisional energy transfer from electrons to ions

Peq =
3

2

〈
ne (Te − Ti)

τei

〉
V

· V (4.14)

with volume average ⟨.⟩V , and into an electron part

τE,e =
3

2

n̄eT eV

Pheat,e − Peq

(4.15)

with analogous definitions.
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Based on this, and reordering the terms to explicitly obtain τei/τE, an
analytical formula for PLH can be derived being applicable to the full den-
sity range. Using the L-mode confinement time scaling (equation 4.11) for
the energy confinement time and using the critical ion heat flow condition
(equation 4.9), the analytical formula for the L-H power threshold according
to Bilato et al. reads

PBil
LH =

(
1 +

τE,i
τE,e

)
1− GT

n̄2.3
e

Qcrit
i,edge

Qcrit
i,edge. (4.16)

According to this formular, the L-H power threshold PLH is proportional
to the critical ion heat flow Qcrit

i,edge modified by a prefactor consisting of a
large fraction. The enumerator contains the ratio of the ion and electron
confinement times, and the denominator dependes again on the critical ion
heat flow, the line-averaged density, and two more complex expressions G
and T . The first, contains the physics of the electron-ion heat exchange

G = αBβB
τE
τE,e

Peq

Ploss,i + Peq

(4.17)

with two scalar parameters, αB > 1, which is related to the temperature
difference between electrons and ions, and βB > 0, which takes into account
the differences between line-averages as used in scaling laws and volume-
averages as used for the derivation of equation 4.16 (see reference [358] for
exact definitions).

The second expression3

T = 2 · 10−6Ai

Zi

(
1

3

)3/2(
106

1.6022

)3/2
P 0.73
in

n̄0.4
e V 3/2

τ
1/2
E,L−mode (4.18)

contains the L-mode confinement time scaling (see equation 4.11), the mass
number of the ions, Ai, and ion charge number Zi (these are remnants of
the electron-to-ion energy transfer time). The factor in front of the L-mode
confinement time contains the input power and density in a form, so that it
cancels the power and density dependence of the L-mode confinement time
scaling. This way, the right hand side of equation 4.16 does not depend on
the heating power, but a density dependence n̄−2.3

e still remains (in addition
to the density dependence present in Qcrit

i,edge).

3Equation 4.18 is the correct expression to be inserted into equation (11) and (12) of
[358]. The definition of T given there in equation (10) is misleading.
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In order to make the parameter dependencies clearer, equation 4.16 can
be rewritten with explicit dependencies as

PBil
LH =

(
1 +

τE,i
τE,e

)
Qcrit

i,edge

1− G · 28.78AiZ
−1
i V −3/2I0.48p B0.015

ϕ κ0.32
e R0.915

(
R

a

)0.03

A0.1
eff n̄

−2.3
e Qcrit

i,edge

.

(4.19)

The main properties of this equation are the following:

• For very high densities, the denominator on the right hand side is ap-
proximately equal to one, so that the L-H power threshold is propor-
tional to the ion heat flow Qcrit

i,edge, i.e. PLH ∝ n̄1.05
e B0.68

ϕ S0.93 according
to the parameter dependence of equation 4.9. This approximately re-
produces the parameter dependencies of the ITPA scaling (equation
2.13), which is valid for the high density branch.

• For pure ion heating, the electron-to-ion energy transfer term is nega-
tive, Peq < 0, hence, G < 0. In this case, the denominator is positive,
and the main fraction on the right hand side is positive as well, so that
no minimum in PLH as a function of the density is possible as experi-
mentally found in AUG for dominantly ion-heated plasmas [165].

• For pure electron heating, G > 0, the main fraction on the right hand
side produces a minimum due to the fact that a decreasing density
decreases the denominator, hence, increasing PLH. This reproduces
the typical U-shaped curves for PLH despite the linear dependence of
Qcrit

i,edge on density as achieved for electron heated plasmas in AUG. De-
termining the maximum of the denominator of equation 4.19 delivers
a formula for n̄e,min very similar to equation 4.12. Equation 4.19 quan-
titatively agrees well with measured data for H, D, and He plasmas at
AUG. G and the confinement time ratio τE,i/τE,e, which can be consid-
ered as free fitting parameter, since they are difficult to predict, have
then typical values of G ≈ 4.5 and τE,i/τE,e ≈ 0.1 [358].

• This formula contains a natural current dependence due to the inclusion
of the L-mode confinement properties. A higher current decreases PLH

by lowering the denominator. This effect is most significant in the
low-density branch and affects likewise n̄e,min.

• The isotope dependence via Aeff (and more hypothetically via Zeff) and
the magnetic field dependence via Bϕ enters through the respective
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dependences of Qcrit
i,edge into equation 4.19. The dependence on Zi is a

remnant of the electron-ion energy transfer time τE,i. As mentioned
above, equation 4.19 correctly predicts the power threshold for H, D
and He at AUG [358], when Qcrit

i,edge ∝ Zeff/Aeff is assumed.

A comparison of equation 4.16 with JET data [361], for which transport
simulations provided the correct input parameters for G and τE,i/τE,e showed
excellent agreement, when the actual ion heat flux instead of the ion heat
flow scaling (equation 4.9) is used. This indicates that the explanation of the
minimum of PLH at a certain density n̄e,min by the physics of the electron-
to-ion energy transfer is well confirmed by experimental data. However, it
also showed, that equation 4.16 can only be used in low-torque conditions,
for which the ion heat flow scaling (equation 4.9) is valid. For high-torque
applications, the analytical formula for PLH has to be modified.

4.3.2 The Explanatory Power of a Critical Velocity

As shown above, the analytical formula for the L-H power threshold (equation
4.19) can explain the main empirical parameter dependencies of the L-H
power threshold, namely the dependence on Ip, Bϕ, Aeff , κe, V , S, R, a, and
Zi, and it explains the minimum of PLH by the effect of the energy transfer
between electrons and ions. However, it fails to predict the effect of input
torque by neutral beam heating, and it makes use of the critical ion heat flow,
but cannot explain, why it exists. In the following, we try to address the last
two points, and discuss a few further aspects by putting the observation of
a critical E ×B velocity (observation (O4)) into the focus.

We start our consideration with the definition of the L-H power threshold
PLH and the associated power balance

PLH = Ploss = Pohm + Paux −
dW

dt
− Prad (4.20)

= Qi +Qe (4.21)
= −niχi∇TiS − neχe∇TeS. (4.22)

The first part (equation 4.20) is Psep as defined in equation 2.15 and represents
the total power input minus the temporal evolution of the energy content of
the plasma and radiation losses. This is balanced by the transport losses4,
i.e. the ion heat flow Qi and the electron heat flow Qe (equation 4.21), which
can be expressed in terms of the respective densities, heat diffusivities, χi

and χe, respectively, and the gradients of the temperatures (equation 4.22).

4This is the reason, why Ploss is called the loss power.
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Convective transport is neglected for this considerations. S is the surface
of the plasma. This power balance equation is fulfilled at all times and not
specific to the L-H transition, but at the time of the L-H transition, we can
set it equal to PLH. If it is assumed that all heating sources deposit the
power in the core of the plasma inside a certain radial position r = r0 (and
radiation losses and changes in W likewise take place inside r0), this power
balance equation is valid locally at all points outside r0.

Next, the conditions at the L-H transition are inserted into the power
balance equation 4.22. For this purpose, we assume as a first condition, that
the radial electric field at the L-H transition is determined by neoclassics (see
equation 2.8)

Er,neo =
∇pi
eni

− αneo

e
∇Ti +

BBθ

Bϕ

〈
u||,i

〉
. (4.23)

=
1

e
∇Ti +

Ti

e

∇ni

ni

− αneo

e
∇Ti +

BBθ

Bϕ

〈
u||,i

〉
. (4.24)

For the second step we used the product role to split the pressure gradient
into a temperature gradient term and a density gradient term. As next step,
equation 4.24 is solved for the ion temperature gradient

∇Ti =
e

1− αneo

(
Er,neo −

Ti

e

∇ni

ni

− BBθ

Bϕ

〈
u||,i

〉)
. (4.25)

Inserting this into equation 4.22 yields

PLH =− niχi

(
e

1− αneo

(
Er,neo −

Ti

e

∇ni

ni

− BBθ

Bϕ

〈
u||,i

〉))
S

− neχe∇TeS.

(4.26)

The density gradient at the location r can be replaced by an integral of the
radially dependent density source Sn (typically electron impact ionization)
from the plasma center up to position r. This can be derived from the
stationary continuity equation assuming a diffusive particle flux Γ = −Dp∇n
with particle diffusion coefficient Dp and we obtain

PLH =− niχi

(
e

1− αneo

(
Er,neo +

Ti

e

∫ r
0
Sn(r)dr

Dpni

− BBθ

Bϕ

〈
u||,i

〉))
S

− neχe∇TeS.

(4.27)

Due to this replacement, we implicitly assume very slow changes of the den-
sity prior to the L-H transition and we neglect convective contributions to
the particle flux.
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The next step is decisive: We replace the radial electric field by the critical
velocity vcrit = 6.7 km/s into electron diamagnetic direction as it was found
at AUG (observation (O4))

Er,neo = −|vcrit|B. (4.28)

Inserting this into equation 4.27 delivers an expression for the L-H power
threshold based on the assumption that the plasma enters H-mode, when
the critical E ×B velocity is reached:

PLH =− niχi

(
e

1− αneo

(
−|vcrit|B +

Ti

e

∫ r
0
Sn(r)dr

Dpni

− BBθ

Bϕ

〈
u||,i

〉))
S

− neχe∇TeS.

(4.29)

This equation has to be evaluated at the position r, where the critical velocity
is reached, i.e. inside the Er well, where the velocity is maximum.

Equation 4.29 is somewhat unhandy, but can explain several main pa-
rameter dependences of PLH including effects not covered by equation 4.19
as shown in the following.

Explanation of Parameter Dependence of ITPA scaling

The ITPA scaling (see equation 2.13) is valid only for the high-density branch,
thus, we can assume equipartition, so that Ti and Te have sufficiently equi-
librated. Under this conditions ∇Te = ∇Ti holds, and equation 4.22 reads

PLH = −niχi∇TiS − neχe∇TeS = −niχtot∇TiS (4.30)

with total heat diffusivity χtot = χi + χe. We assumed furthermore ni = ne.
Replacing the ion temperature gradient by equation 4.25 and assum-

ing that the density gradient term contributes equally to the radial elec-
tric field as the ion temperature gradient term, i.e. eEr,neo = ∇pi/ni =
∇Ti + Ti∇ni/ni ≈ 2∇Ti, as well as neglecting the parallel ion velocity term
and assuming αneo = 0, we obtain

PLH = eniχtot
1

2
|vcrit|BS. (4.31)

Inserting vcrit = 6.7 km/s and an order of magnitude estimation of the total
heat diffusivity χtot = 1 m2/s yields

PLH ≈ 0.05niBS (4.32)
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with PLH in MW, ni in 1020 m−3, B in T, and S in m2. The density is
here the local ion density instead of the line-averaged density as used in the
ITPA scaling. But apart from this detail, the agreement between this simple
formula 4.32 and the ITPA scaling (see equation 2.13) is remarkable. Thus,
the critical velocity condition together with the assumption of a neoclassical
field naturally explains the main parameter dependences of the ITPA scaling,
i.e. the dependence of PLH on density, magnetic field and plasma surface.

Explanation of Isotope Effect of PLH

The simple formula 4.31 is proportional to the total heat diffusivity χtot,
and the critical velocity is likewise valid for other isotopes than D as shown
in AUG plasmas [229]. Thus, any isotope dependence of transport, e.g.
χtot ∝ Zi/Aeff , directly introduces an isotope dependence of PLH.

This is also true for the general expression 4.29, since it likewise depends
on the heat diffusivities of ions and electrons.

Explanation of Torque Dependence of PLH

The torque dependence of PLH enters equation 4.29 via the flux-surface av-
eraged parallel ion velocity

〈
u||,i

〉
. Torque contributions, which increase this

velocity, increase PLH, and torque components anti-parallel to
〈
u||,i

〉
decrease

the L-H power threshold. This is a result of the fact that the parallel velocity
component supports (or weakens) the radial electric field in the radial force
balance (see equation 2.4), so that the critical velocity is reached easier (or
more difficult) compared to the case without torque input.

Explanation of Wall Effect and Fuelling on PLH

As shown above in section 4.1, metallic wall devices exhibit lower L-H power
thresholds than carbon wall devices. As shown in AUG [45], the differ-
ent wall material mainly affected the density profile due to different fuelling
properties, which might be related to particle reflection coefficients of the
wall material. The term containing the integral over the particle source Sn

in equation 4.29 can take into account such effects. More specifically, neu-
trals reflected from a tungsten wall penetrate deeper and in higher amounts
into the plasma than in a carbon wall, so that the (integral of the) source
profile is higher in the tungsten case [45]. According to equation 4.29, a
higher fuelling decreases the L-H power threshold.

In general, a better fuelling deep inside the confined plasma increases the
source term and, hence, the normalized density gradient, so that a lower L-H
power threshold can be expected.
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Fuelling and the presence of neutrals in different regions of the plasma
can impact the intrinsic rotation of the plasma [345]. Thus, effects of neutrals
can also potentially enter equation 4.29 via the parallel velocity term.

Explanation of Plasma Shape Dependence on PLH

The plasma shape and its parameters do not directly enter equation 4.29,
but the shape, especially the divertor geometry and the X-point position,
can change the distribution of neutrals and the fuelling properties of the
plasma. As explained above, fuelling conditions enter the term containing
the particle source Sn and could change the intrinsic rotation, consequently,
modifying PLH.

Changes in plasma shape could potentially also change the transport co-
efficients χe, χi and D due to modification of the linear stability conditions or
non-linear effects of microturbulence [362, 363]. These are, however, difficult
to predict.

Explanation of Constant Edge Temperature

If we assume ∇Ti+Ti∇ni/ni ≈ 2∇Ti, i.e. equal contributions of the temper-
ature gradient term and the density gradient term to the diamagnetic part of
Er as done for the derivation of equation 4.32, the critical velocity condition
implies

−e|vcrit|B = eEr,neo = (2− αB)∇Ti −
BBθ

Bϕ

〈
u||,i

〉
(4.33)

For low torque conditions as it is the case for the JET data presented above,
e.g. in figure 4.10, and neglecting the neoclassical contribution by setting
αB = 0, the ion temperature gradient is simply

∇Ti = −e
1

2
|vcrit|B. (4.34)

Thus, a critical velocity implies a constant ion temperature gradient for a
given magnetic field B. At high collisionality, for which we can assume
Ti = Te the same expression holds for the electron temperature gradient. As
shown at AUG, the critical velocity seems to be independent from the isotope
[229], explaining why the temperature profiles at the edge are so similar for
different isotopes as found for JET [81, 323] and AUG [312]. In this sense,
observation (O4) (critical edge E × B velocity) explains observation (O1)
(critical edge temperature).
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Explanation of Linear Relation between PLH and Transport

Solving equation 4.33 for the ion temperature gradient and inserting the
result into the power balance equation 4.22 while Ti = Te is assumed (same
approach as done for equation 4.31) yields

PLH = −niχtot∇TiS =
−eniχtot

2− αneo

(
−|vcrit|B − BBθ

Bϕ

〈
u||,i

〉)
S (4.35)

This equation can be further simplified by neglecting neoclassical effects
(αB = 0) to

PLH =
eni|vcrit|BS

2
χtot +

eniχtot

2

BBθ

Bϕ

〈
u||,i

〉
S. (4.36)

The first term is linear in χtot for a constant magnetic field B, constant
density ni and plasma surface S, while the second term is more complex,
since the parallel velocity component

〈
u||,i

〉
is difficult to be parameterized.

But since this term is in general rather small, it is not difficult to imagine
that equation 4.36 has a similar formal composition as the fit curve 4.6, which
revealed a linear relation between Psep and the effective heat diffusivity χeff for
a set of plasmas with different effective isotope masses in a limited density
range (figure 4.12). This indicates, that observation (O2) as described by
equation 4.6 follows directly from the critical velocity condition (observation
(O4)).

Explanation of Critical Ion Heat Flux

Solving equation 4.33 for the ion temperature gradient and inserting the
result into the ion heat flow yields

Qi = −niχi∇TiS =
−eniχi

2− αneo

(
−|vcrit|B − BBθ

Bϕ

〈
u||,i

〉)
S (4.37)

Again, neglecting neoclassical effects (αB = 0) and neglecting the parallel
velocity term yields a simple expression

Qi =
eniχi

2
|vcrit|BS. (4.38)

Choosing χi = 0.5χtot and a critical velocity of 6.7 km/s delivers an expression
very similar to the simplified formula for PLH in equation 4.32:

Qi = 0.025niBS (4.39)
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for a heat flow given in MW, density given in 1020 m−3, B in T, and S in
m2. The similarities with the Schmidtmayer-Ryter scaling [357] (equation
4.9) is remarkable. As an example, inserting B = 2.35 T and S = 40 m2 as
typical parameters at AUG into equation 4.39 yields Qi = 0.235ni. This is
very close to the formula (2) given in reference [165]. As in the case for the
simplified PLH scaling, the difference here is that the multi-machine scaling
of Schmidtmayer-Ryter contains the line-averaged density, while equation
4.39 contains the ion density at the edge and slighty different exponents for
density, magnetic field and plasma surface. Despite these limitations, our
considerations clearly show that the critical ion heat flux condition is just a
consequence of the critical velocity condition, i.e. observation (O3) follows
from observation (04).

In cases with finite torque, i.e. a finite parallel ion fluid velocity
〈
u||,i

〉
, the

ion heat flux does not follow a simple dependence on ni, B, and S anymore
and the more complex expression equation 4.37 holds. The input torque
by NBI modifies

〈
u||,i

〉
in a complex way depending on specific NBI beam

parameters. But as a general rule, the effect of NBI torque on
〈
u||,i

〉
, and

hence on PLH, is higher at low densities [165] and for higher heating powers
[336]. In this sense, the strongest deviations of Qi from a linear dependence
on density are expected at low densities as found at JET [361].

4.3.3 Evaluation of the Heuristic Picture

We have shown that a critical maximum E ×B velocity at the plasma edge
as a condition correlating with the L-H transition (observation (O4)) is the
key postulation of the heuristic picture of the L-H transition presented here.
This condition implies all other key observations (constant edge tempera-
tures (O1), linear relation between PLH and heat transport (O2), and critical
edge ion heat flux (O3)) including only weak additional assumptions. By
means of this condition, the two central equations for PLH, equation 4.19
and equation 4.29, were derived. Equation 4.19 shows the most important
parameter dependencies of PLH explicitly and includes a parameterization of
the electron-to-ion energy transfer, which is relevant at low densities. But
it does not contain the effect of torque, which is, however, well explained
by equation 4.29. In total, practically all parameter dependencies and main
observations can qualitatively be explained by these two formulas.

For one fusion device, e.g. AUG, these formulas allow for quantitative
comparisons with experimental data. As an example: once the critical E×B
velocity is measured or a good fit to one of the data points is found, it is
possible to apply equation 4.19 and equation 4.29 successfully to plasmas
sufficiently similar to the reference plasma [358]. However, a quantitative
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prediction of PLH for future devices remains difficult for two main reasons:
First, the critical E×B velocity is not known (it is even not known whether
this would exist in a future device), and, second, the (turbulent) transport
models are not reliable yet to make good predictions of the transport coeffi-
cients χe, χi and D, which are essential.

Whether a critical E × B velocity is present in all conditions at the L-
H transition, is not clear. Despite there is a wealth of data supporting a
critical E × B velocity at AUG [46, 45, 229] and at JET [327, 350], recent
measurements with Doppler reflectometry at JET [364, 365] and CXRS at
AUG [348] have shown that there is no critical velocity or that its value
depends on the plasma configuration and density under certain conditions.
Thus, a predictive model for PLH must contain a predictive description of
the critical E × B velocity in addition to the anyhow required transport
coefficients.

4.3.4 Relation to Shear Suppression Model

The leading model for the suppression of turbulence and the consequential
transition to H-mode is the model of turbulence suppression by E×B shear
[366, 162, 367]. The basic idea is that turbulence is suppressed, when the
E ×B shearing rate (here in its simplest form) [107]

ωE×B = r
∂

∂r

(
Er

rB

)
(4.40)

exceeds the linear growthrate γt of the most unstable turbulent mode, i.e.

ωE×B > γt. (4.41)

In this picture, the growing instability cannot extend into radial direction,
since it is decorrelated due to the strong shear field. The inverse relation

τE×B < τt, (4.42)

which relates the shearing time τE×B to the autocorrelation time or eddy
turn-over time of turbulence τt, is an equivalent representation of the sup-
pression condition. In this picture, the shear field has decorrelated, i.e. torn
apart, the turbulent eddy already, before the eddy can perform one turn,
which corresponds to its natural life time. A third equivalent suppression
condition is

LE×B < Lt, (4.43)
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with shear lengths LE×B = τE×BvE×B, which is the length scale of the shear
field depending on the E × B velocity of the shear field, and the turbulent
correlation length Lt = τtvturb, which can be interpreted as the average size
of the eddy spinning with a typical turbulent velocity vturb.

In a graphical representation, the E × B shear field first tilts, then
stretches and finally strains the turbulent eddies. This way, their perpen-
dicular size Lt (the extension perpendicular to the shear flow) is reduced (see
figure 4.16). Consequently, the random walk diffusion coefficient [6, 5], i.e.
the transport coefficient of turbulence for this case

DRW =
L2
t

2τt
(4.44)

is reduced.

Figure 4.16: Shearing of turbulent eddies in an E×B velocity shear field (adapted
from [63]). The background shear is sufficiently strong to tilt, stretch and strain
the smaller eddies. This way, energy is transferred from small to large scales and
the turbulent transport suppressed or at least reduced due to smaller radial widths
of the eddies.

The conditions shown above can also be formulated as an energetic equiv-
alent [368], and measurements in laboratory experiments have shown [63],
that the energy transfer from turbulence to the background shear field is
non-local in wave-number space, i.e. relatively small eddies interact with the
largest flow scales.
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The idea of the critical E×B velocity as discussed above, can be related
to the shear suppression paradigm. For this, we assume that the E × B
shearing rate (equation 4.40) inside the Er well can be written as

ωE×B = r
∂

∂r

(
Er

rB

)
≈ 1

∆r

Er,min

B
=

vcrit
∆r

(4.45)

with the value of the minimum of the radial electric field profile Er,min and
the radial width ∆r of the slope of Er. Hence, ∆r is about half the width
of the Er well. Since the critical velocity as introduced above is interpreted
as the E × B velocity of the neoclassical radial electric field, this condition
implies that the shear rate is exclusively given by the background flow profile.
Inserting this into the shear suppression condition equation 4.41 indicates,
that

vcrit = γt∆r (4.46)

holds at the transition. There is some evidence from AUG and DIII-D, that
the pedestal width in real space is approximately constant for a large range
of parameters [369]. Thus, ∆r interpreted as the pedestal width, which does
not change much in different plasma conditions, implies that the turbulent
growth rate is proportional to the critical E×B velocity. In other words, the
property of vcrit of being constant for a large range of densities, magnetic fields
and for different isotopes must hold likewise for γt in this picture. There are
some indications, that the turbulent growthrate γt depends only weakly on
the ion mass [370], but it is not certain, that this applies in other conditions,
and more dedicated edge simulations at higher collisionality found a rather
strong isotope dependence of the turbulent growthrate [354] making it more
difficult to explain a critical E ×B velocity being largely independent of the
isotope mass. It is also possible, that the condition 4.46 is too simple and
the energy balance between turbulence and flows [368] has to be employed,
as successfully done for a large data set at AUG. Most likely, a quantitative
comparison between experiment and theory requires non-linear turbulence
simulations at the edge [55, 371] in order to take the complex turbulent
dynamics and its parameter dependencies correctly into account.

In summary, the heuristic picture of the L-H transition based on a critical
E × B velocity is consistent with the shear suppression mechanism of the
L-H transition, and basic properties of the turbulence and its parameter
dependences can explain the heat flow scaling as argued in reference [358].
But the postulate of a critical E × B velocity does not require the shear
suppression mechanism as explanation, and could be independent from it
from a logical point of view.
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4.4 Alternative Models

The shear suppression mechanism by the (neoclassically driven) background
shear can be connected to the critical velocity condition as shown above, but
this mechanism is not the only suggested concept explaining the L-H transi-
tion. In fact there is a plethora of alternative models [353]. Therefore, a few
selected alternative concepts are presented, which are either important, since
often discussed in the scientific community, or which contain intrinsically a
condition similar to the critical velocity condition introduced above.

4.4.1 Zonal Flows as a Trigger

Directly connected to the shear suppression mechanism as introduced above
is the shear suppression by low-frequency zonal flows [162, 372, 74, 373,
374, 375] or GAMs [216]. It is the same mechanism based on the same
suppression conditions (equations 4.41, 4.42 and 4.43), but here the shear
provided by ZFs or GAMs instead of the shear provided by the (stationary
or neoclassical) background flow is interpreted as being causal for triggering
the L-H transition. Despite there is some evidence, that the Reynolds-stress
driven flows are triggering the L-H transition [162, 372, 74, 373, 374, 216], it
is not confirmed in all experiments [51, 221, 376]. In addition, the majority
of the investigations conclude that the background shear flow is essential to
sustain the H-mode even in cases, in which ZFs or GAMs trigger the L-H
transition. Thus, the access to a long-lasting H-mode operation scenario
needs in any case the presence of a background shear flow. Despite there are
some approaches to qualitatively explain specific features of the L-H power
threshold like the existence of a minimum in PLH for a certain density [377],
the predictive capability of models involving Reynolds-stress driven flows
are very limited. First global full-f simulations show a possible beneficial
role of Reynolds-stress driven flows [378]. But they are to expensive yet
for parameter scans, which would be necessary to elucidate the parameter
dependences of PLH and to reveal the key physical ingredients for the L-H
transition.

4.4.2 Separatrix Operational Space

A very successful approach, which is able to correctly separate operational
points of H-mode and L-mode phases collected in large data bases, is the
characterization of plasmas in terms of a set of separatrix plasma parameters
[352, 379, 368]. These parameters are analytical formulas for stability bound-
aries of MHD or turbulence driven instabilities and were first introduced by
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Rogers, Drake and Zeiler [380]. Based on this set of separatrix operation
space parameters, a condition for the L-H transition can be derived [368],
which is essentially an energetic version of the shear suppression model intro-
duced above, and some specific assumption about turbulent drive of electrons
and ions. It is the only model based on shear suppression, which includes
simple formulas to be evaluated at the separatrix and providing quantitative
predictions including all desired parameter dependencies of PLH. Thus, it is
certainly worth to test this formalism at more tokamaks than only Alcator
C-mod and AUG, in order to evaluate its predictive capabilities.

4.4.3 Transition from Diamagnetic to Paramagnetic Fil-
aments

As shown in plasma physics textbooks [22], the linear pinch plasma is param-
agnetic for low plasma beta, and becomes diamagnetic for higher beta. Based
on this principle, a theory for the L-H transition was developed [381] associat-
ing the L-H transition as a magnetic phase transition, at which diamagnetic
filaments are attracted by the main plasma, thus, forming a pedestal and the
H-mode profiles. This theory provides a testable condition, and postulates
the L-H transition, when the poloidal current density jθ reverses its sign,
i.e. a state boundary with jθ = 0 should exist. Since the poloidal current
density is related to a poloidal velocity vθ, this model intrinsically contains
a critical velocity, which might translate to a critical E × B velocity under
some further weak assumption.

Despite its simplicity and apparent compatibility with a critical velocity,
the model based on the magnetic phase transition in the present state does
not allow predictions of parameter dependences of PLH.

4.5 Do We Understand the L-H Transition?

A future tokamak reactor cannot be reliably designed without the exact
knowledge of PLH [166] and, therefore, a better prediction than just the ITPA
scaling (equation 2.13) is needed. Great progress has been made since the
discovery of H-mode in 1982 [108] and many of the measured parameter de-
pendences as presented above can be explained by existing models. But none
of the models can quantitatively predict PLH for a future reactor. The main
lack in understanding of the L-H transition is not due to missing data, but due
to a missing understanding of the L-H transition from first principle models.
More than 35 analytical models for the L-H transition have been proposed
already twenty years ago [353] and the number of further L-H transition mod-



4.5. Do We Understand the L-H Transition? 153

els continuously increased since then. Most of these models have directly or
indirectly two unknowns included: transport coefficients mimicking or rep-
resenting heat transport and a criterion for a critical value of a certain edge
parameter (e.g. temperature or E ×B flow or more complex quantities pro-
vided by theory). Unfortunately, these parameters cannot be quantitatively
predicted yet, since turbulent transport processes and turbulence suppression
conditions are involved, for which reliable quantitative models applicable at
the plasma edge do not exist yet. In other words, the prediction of PLH will
not be possible until an edge turbulence code is available, which can correctly
handle steep gradients, a large range of collisionalities, large fluctuation am-
plitudes, complex magnetic topologies including X-point, neoclassical effects,
effects of intrinsic rotation and neutral physics including atomic processes as
it is attempted in recent code developments [378, 371, 55].
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Chapter 5

Dynamics of Limit-Cycle
Oscillations at ASDEX Upgrade

The first phase of the H-mode plasma after the L-H transition exhibits un-
der certain conditions limit-cycle oscillations (LCOs) as introduced in section
2.5.3. In this chapter, we focus on the classical LCOs after the L-H transi-
tions also called I-phase or M-mode, i.e. we will not discuss SAOs and other
temporal structures. The main purpose of this chapter is to show experimen-
tal signatures of LCOs in detail as they were measured at AUG as presented
in reference [159]. In a second step, a comparison of main experimental
features with selected models of LCOs is presented.

5.1 Experimental Features of Limit-Cycle Os-
cillations at ASDEX Upgrade

5.1.1 General Observations

The regular or irregular pulsing of LCOs in the low kilohertz range can
be measured in practically all plasma edge diagnostics provided that the
diagnostic has a sufficient time resolution in order to resolve the single LCO
bursts. Figure 5.1 shows an example of LCOs of an NBI heated plasma at
AUG. Directly after switching on the NBI heating, the temperatures (figure
5.1c) start to rise continuously. The density (figure 5.1b) first stays on the
same level as before the heating was switched on, but at about 50 ms after
the NBI step, the density rises suddenly. At the same time the divertor shunt
current Idiv (figure 5.1d) drops significantly indicating that less particles and
heat reach the divertor plates, and, hence, the confinement has improved.
This is the time point of the L-H transition or, since the LCO phase is also

155
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called the I-phase, the L-I transition. The LCOs, i.e. the I-phase bursts, are
not visible in the time traces in the left panels of figure 5.1 due to too low
time resolution of this representation.

L-mode
type-I ELM

I-phase

Figure 5.1: Typical L-H transition at low density in AUG (reproduced from [159]):
after switching on the auxiliary heating (red line in a), the plasma energy content
(black line in a) and the temperatures in the center and at the edge (c) rise. The
rise in line-averaged density (b) starts with a delay of about 50 ms and coincides
with a drop in the divertor shunt current (d) and the start of the LCOs (dashed
line). The time traces (e)–(i) show a short segment of the LCOs and correspond
to the shaded area in (d). The LCOs are visible in the Doppler shift fD (e) and
the backscattered amplitude AD of the Doppler reflectometry signal, as well as in
the divertor current (g), magnetic probe signal below the divertor (h), and the local
density slightly inside the LCFS (i).

A zoom into a short time interval (grey bar in figure 5.1d) after the L-I
transition is displayed in the right column of figure 5.1. It shows time traces
of two signals obtained from Doppler backscattering [382, 72] in figure 5.1e
and f. The first one is the Doppler shift fD, which is proportional to the
perpendicular plasma flow velocity u⊥ = uE×B + uph ≈ uE×B, which can
be assumed to be approximately equal to the E × B flow of the plasma
uE×B, since the phase velocity uph of the turbulent structures, which give
rise to the backscattering, is assumed to be small. The second signal is the
amplitude of the backscattered Doppler signal AD, which is proportional to
the power of the density fluctuations, ñ2, of the turbulence at the probing
scale (k⊥ ≈ 9 cm−1). The microwave frequency was 68.5 GHz corresponding
to a radial position of ρpol = 0.995.

The local measurements of fD ∝ uE×B and AD ∝ ñ2 indicate that the
LCO bursts are associated with a flow modulation and an (almost) simulta-
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neous rise in density fluctuations. The same oscillations, but slightly time
shifted, are visible in the signal of the divertor shunt current (figure 5.1g)
and in a magnetic pick-up coil below the divertor (figure 5.1h) measuring the
time derivative of the poloidal magnetic field, Ḃpol. The local value of the
edge electron density at ρpol= 0.998 (figure 5.1i) measured with the Li-BES
diagnostic [281] likewise oscillates like the other quantities.

In this example, the LCOs are very regular, i.e. the waiting time between
two bursts is constant. Although the frequency is so constant in this case,
the signals do not look like sinusoidal oscillations, but are rather spiky with
a steep rising edge and a slightly shallower falling edge.
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Figure 5.2: (a) Heating power (red) and edge electron temperature (orange), (b)
line-averaged density (dark blue: core, light blue: edge) and divertor shunt current
(green) for a neutral beam heated L-H transition. The LCOs are clearly visible
in the signal of the poloidal magnetic field pick-up coil below the divertor (c). Its
spectrogram (d ) exhibits higher harmonics at the beginning which vanish due to
increasing degree of intermittency of the LCOs in the later phase (reproduced from
[159]).

The LCO bursts can smoothly transit from a very regular phase into a
more intermittent, i.e. irregular phase as shown in figure 5.2. As visible in
the divertor shunt current (figure 5.2b) and the magnetic pick-up coil signal
(figure 5.2c), the bursts are regular and relatively small at the beginning, but
they increase in amplitude and, simultaneously, they do not appear very reg-
ularly anymore, but arise intermittently until the first type-I ELM appears.
The can even be observed between two type-I ELMs, i.e. they can coexist
with type-I ELMs. Due to the non-sinusoidal shape of the oscillations, the
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LCOs produce higher harmonics above the base frequency of a few kilohertz
in spectrograms of the magnetic pick-up coil signal (figure 5.2d). This way,
the LCOs can be very easily detected, at least as long as the pulsation is
regular.
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Figure 5.3: Example of an L- to H-transition (red dashed line) induced by injection
of neutral beam power and back transition (blue dashed line) to L-mode after a short
H-mode phase in the same representation as figure 5.2. LCOs appear at the L-H
transition as well as at the back transition to L-mode as recognizable by the higher
harmonics in the spectrogram of the magnetic signal (reproduced from [159]).

A similar example is shown in figure 5.3. The LCOs appear after the L-I
transition and are clearly visible in the spectrogram of the magnetic signal
with higher harmonics and a decreasing frequency. Then a fully developed
H-mode phase with five type-I ELMs and without LCOs is established, but at
a certain point, when the heating power is ramped down, the LCOs appear
again. This time the frequency rises in time until the LCOs are suddenly
stopped by the backtransition to L-mode at the I-L transition. This means,
that the LCOs are not restricted to appear only during the pedestal build-
up after the L-H transition, but they can appear in the same way close to
the H-L transition. The dynamics after the L-I transition (increase in burst
amplitude, decrease in frequency, increase of intermittency) is mirrored close
to the I-L transition (decrease in burst amplitude, increase in frequency,
increase of regularity). For a properly chosen heating power marginally above
the L-H power threshold, the I-phase can kept constant arbitrarily long as
was demonstrated in AUG plasmas.
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Figure 5.4: Existence of LCOs depending on loss power, Ploss, and line-
averaged core density n̄e for a set of comparable discharges with Bt = −2.43 T
and Ip = 1 MA. LCOs at the transition from H- to L-mode (blue) are found at
higher densities relative to the LCOs at the L- to H-transition (red). The grey bar
indicates the L-H power threshold as presented in [47] (adapted from [159]).

The I-phase at the L-H transition is considered to be the first part of
H-mode, since the LCO phase is associated with a lower level of broadband
turbulence and the kinetic profiles already exhibit a pedestal. In addition,
global parameters like the energy content W or the energy confinement time
τE are close to H-mode levels. Consequently, the I-phase at the L-H transi-
tion appears very close to the corresponding reference L-H power threshold
(fit curve of PLH data from figure 3 of reference [47]) as shown in figure 5.4
(red symbols). Similarly, the operational points of I-phases close to the H-
L transition (blue symbols) are likewise close to PLH. Parts of the I-phase
operational points are below the reference power threshold. At the L-H tran-
sition, this is mainly due to the dW/dt-term in the definition of Ploss, since W
rises quite strongly especially at the beginning of the I-phase, which decreases
Ploss. For the data close to the H-L transition, two further factors come into
play. First, the H-mode exhibits typically relatively high radiation levels due
to improved impurity confinement, which can increase the operational points
above the reference PLH. Second, the I-phase can prolong the H-mode phase
by several tens of milliseconds after the total heating power has fallen below
the nominal L-H power threshold due to the good confinement properties
of the I-phase sustaining the pedestal and the associated radial electric field
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profile. In such a case, the operational point of the I-phase can be far below
PLH.

The I-phases at the L-H transition have typically lower density and higher
temperatures than the I-phases at the H-L transition. This is due to the fact,
that the density is relatively low in the first phase of H-mode, but the tem-
perature can be already high provided by the external heating. In contrast,
the I-phases at the H-L transition exhibit still quite high densities as typical
for H-mode, but in cases, in which the heating was already switched off, the
temperatures can be relatively low. Thus, I-phases and their accompanied
LCOs are not restricted to low densities.

5.1.2 Radial Propagation

The I-phase bursts as shown in figure 5.1 on the right appear in many di-
agnostics, but the maximum of the bursts are sometimes shifted in time
with respect to each other. Typically, signals further inside the plasma reach
first its maximum and signals further outside or in the divertor reach the
maximum later. Such a causality indicates that particles and energy are
transported outward of the plasma. An example for such a radial propaga-
tion is shown in figure 5.5. It shows the normalized cross-correlation function

Ci(∆t) =
⟨xref(t)xi(t+∆t)⟩

σrefσi

(5.1)

with time delay ∆t and the standard deviations σref and σi of the reference
signal and the signal of channel i under consideration, respectively. ⟨·⟩ rep-
resents a temporal average (in the considered case from t = 3.465 to 3.475
s). The reference signal is the fD-time trace of the Doppler backscattering
measuring at ρpol ≈ 0.995. The different cross-correlation functions of this
signal and the respective Li-BES channels are placed to the radial position
of the line of sight of the considered Li-BES channel i given in terms of the
normalized poloidal flux coordinate ρpol. The cross-correlation technique is
very similar to the conditional averaging technique [285, 286] as introduced
in chapter 3 and delivers similarly an averaged spatio-temporal picture of the
respective phenomenon.

The spatio-temporal pattern of the cross-correlation function shown in
figure 5.5 shows two main features: First, the I-phase bursts are clearly visible
inside a wide radial range from ρpol = 0.98 to ρpol = 1.7. It might exist even
further inside, but the Li-BES diagnostic is not sensitive there anymore [281].
The temporal periodicity is very clearly visible in the correlation. Second, the
local maxima (one ribbon) of correlation is not perfectly vertically aligned,
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but slightly tilted. This indicates, that a certain radial propagation of the
density pattern takes place. A radial propagation velocity of about 100 m/s
to 300 m/s can be obtained from the tilt. This demonstrates, that a radial
transport of particles (and probably heat) is associated with the LCO bursts.
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Figure 5.5: Cross-correlation of the fD-signal of the Doppler reflectometer with
several radial channels of the Li-BES system during the I-phase of discharge
#29302. The local maximum of the cross-correlation starts slightly inside the sepa-
ratrix and propagates outward. The green cross indicates the maximum correlation
(reproduced from [159]).

5.1.3 Magnetic Structure

The LCOs are most clearly visible in a magnetic pick-up coil below the
divertor as shown in figure 5.1h. This is, however, not the only coil, in which
the pulsing can be detected. AUG possesses a full poloidal array of pick-up
coils measuring Ḃpol. This array consists of 32 coils (see figure 5.6, right) and
an example of their raw signals in I-phase is shown in figure 5.6, left. The
amplitudes of the rawsignal are highest in coils 22 to 25, which are located
below the divertor. This might be related to the fact that the transport
associated with the LCO bursts induce currents in the active X-point region
of the plasma generating measurable magnetic fields.
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a) b)         #29302

Figure 5.6: Selected signals (a) of magnetic pick-up coils measuring Ḃpol from
a poloidal probe array (b) for discharge #29302 during the I-phase. The strongest
pulsation is found in probes 22 to 25 below the divertor (reproduced from [159]).

Besides the relatively large LCO bursts in the low kilohertz range, the
raw signals exhibit a high frequency component in the range of about 100
kHz, which seems to be correlated to the appearance of the LCO bursts. As
will discussed below, these high frequency oscillations might be related to
precursor modes. The same features were found in M-modes at JET [226],
which was one of the key features proving that the M-mode at JET is the
same phenomenon as the I-phase at AUG.

Similar as done for the radial propagation of the Li-BES data as shown in
figure 5.5, a cross-correlation analysis can likewise be applied to the magnetic
pick-up coil data in order to study the poloidal propagation of the bursts.
For this purposes, coil 25 was chosen as a reference signal. The result of
the correlation analysis is again a spatio-temporal pattern shown in figure
5.7a. The poloidal angle θ is 0 at the outboard midplane, θ ≈ π/2 at the
top of the plasma and θ ≈ −π/2 at the bottom of the plasma. The global
maximum is indicated with a green cross, which likewise marks the position
of the reference coil 25. It is obvious from figure 5.7a, that a high positive
correlation at the bottom of the plasma (red areas) is accompanied by a very
high anti-correlation (blue area) at the top of the plasma. Thus, the I-phase
bursts induce an up-down asymmetry in the magnetic probe signals. This
can also be described in terms of the poloidal mode number as an m = 1
perturbation.

This is even better visible in figure 5.7b, which shows color-coded the
value of the cross-correlation function Ci(∆t = 0) at the respective coil num-
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ber i for the time delay ∆t = 0. The low correlation levels at the outboard
midplane might be due to a comparably large distance between plasma and
pick-up coils as well as a few in-vessel components shielding the magnetic
signals.
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Figure 5.7: Poloidal mode structure of Ḃpol-signals from a cross-correlation anal-
ysis (a) with reference probe 25 (green). The correlation at time delay ∆t = 0 (b)
reveals the up-down asymmetry of the LCO pulsation. The pulsation starts at the
reference probe and propagates upwards along the HFS resulting in increasing time
delays τmax (c) (reproduced from [159]).

The cross-correlation analysis provides in addition a time delay τmax be-
tween the maximum of the reference coil signal and the respective maximum
of the other coils. This way, the temporal evolution of the burst maximum is
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revealed. For chosen reference coil 25, the time delays τmax are very small in
the vicinity of coil 25 as indicated by the white color of the color-coded map
in figure 5.7c. The increasing intensity of the red color, when going clock-
wise around the poloidal circumference, indicates that the time delays τmax

continuously increase. Overall, this indicates a propagation into clock-wise
direction, which is for the chosen configuration the ion-diamagnetic direction.

LFS

LFS

HFS

top

bottom

LSN, B < 0: #29302 USN, B > 0: #30866

Figure 5.8: Normalized signals of magnetic pick-up coils. In an LSN discharge
with magnetic field vector pointing out of the poloidal plane, the propagation of the
bursts is from bottom to top (left). In USN with magnetic field vector pointing into
the poloidal plane (right), the propagation is from top to bottom. In both cases a
propagation in ion diamagnetic direction and an up-down asymmetry is found.

The propagation of the same plasma pulse is shown in figure 5.8a. This
shows the same data as depicted in figure 5.6a, but here each signal is di-
vided by its maximum value separately in order to obtain a normalized signal
amplitude. It is clearly visible that the time delay of the maxima of a single
burst moves from the bottom to the top along the HFS, i.e. in diamagnetic
direction (the toroidal field vector points out of the plane in this case). For
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an upper single null configuration and reversed magnetic field direction i.e.
again with ion ∇B-drift pointing towards the active X-point (favorable con-
figuration), the propagation of the burst reverses as shown in figure 5.8b. It
starts again at the X-point and propagates along the HFS. This is now a
clockwise propagation direction, but since the magnetic field is reversed, it
is again in ion diamagnetic direction. The case of unfavorable configuration
is difficult to be studied, since normally the I-phase cannot be observed and
the I-mode regime appears. But in the rare cases of I-phase-like bursts (as
e.g. in pulse #27944) in unfavorable configuration, the bursts seem to start
again in the active X-point region and then propagation along the HFS. In
this case, the propagation direction is in electron diamagnetic direction.

The time delays of polodoial propagation together with the connection
length L|| from bottom to top of the plasma assuming that the LCOs are
located close the LCFS results in a propagation velocity of about vθ = 90
km/s. This value agrees very well with the sound speed cs for the conditions
typically obtained at this plasma conditions. Thus, the bursts propagate
probably with sound speed along a magnetic field line from bottom to top
along the HFS in the standard case (lower single null, magnetic field vector
out of the plane). The same shapes of bursts and propagation directions are
found in EAST [225] and in JET [219].

5.1.4 Frequency Scaling

As shown in figure 5.2 the frequency of the LCOs decreases after the L-H
transition. Since the pedestal develops during this time, and, consequently,
the density and temperature rise, it suggests that the frequency might scale
inversely with density and temperature. This is confirmed in figure 5.9, which
shows the LCO frequency against the density measured by an edge channel of
the laser interferometry, the electron temperature measured with ECE at ρpol
= 0.95 and the resulting electron pressure estimate. As qualitatively argued
above, the density is lower in I-phases at the L-H transition (blue symbols)
than in I-phases at the H-L transition (figure 5.9a). For the temperatue
the opposite is the case, but both density and temperature increase with
decreasing frequency. If both quantities are multiplied with each other, a
proxy for the edge pressure n̄eTe,edge is obtained. Pressure data of I-phases
at the L-H transition perfectly overlaps with the pressure data of I-phases
at the H-L transition. This indicates, that a universal scaling for the LCO
frequency might exist and that it inversely depends on the edge pressure.
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Figure 5.9: LCO frequency dependence on density (a), temperature (b) and pres-
sure (c) for the discharge shown in figure 4. The density is lower in the LCO state
at the L-H transition (squares) and the temperature higher. For the I-phase at the
H-L transition (diamonds) the opposite is the case (reproduced from [159]).

Apart from this basic frequency scaling with pressure, a direct comparison
of the measured frequencies with quantities from different LCOs models can
be employed. This is an important step of validation of theoretical models.
For this purpose, LCO frequencies were measured in plasmas with a range
of different magnetic fields between B = 1.4 T and B = 3.2 T and plasma
currents between Ip = 0.47 MA and Ip = 1.07 MA in order to vary as most
as possible the global parameters in the plasmas. More details about this
data set are given in reference [159].

By means of this set of discharges, we study the dependence of the LCO
frequency during the first 60 LCO cycles on the edge density (approximated
by the line-averaged edge density n̄e,edge), electron temperature Te measured
with Thomson scattering [287] at ρpol = 0.95, toroidal magnetic field Bt,
toroidal plasma current Ip, and edge safety factor q95.

First, we compare the measured LCO frequency with a prediction of the
LCO frequency derived from a model based on mean field momentum trans-
port equations [383]. In this model, the frequency of the LCO increases
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approximately linearly with the neoclassical poloidal damping rate νneo,damp

if all model parameters (except for the density entering νneo,damp) are kept fix.
Since the edge parameters of the considered discharges are in the transition
region between banana and plateau regime, the multi-regime approximation
of the damping rate [384]

νneo,damp =
gµ̂B00νii

(1 + 2.92ν∗µ̂B00/µ̂
PS
00 ) [1 + µ̂P00νii/(6ωtµ̂

PS)]
(5.2)

is used. It depends on tabulated dimensionless viscosities µ̂00 in the banana
(B), plateau (P) and Pfirsch-Schlüter (PS) regime [384], on the ion-ion colli-
sion frequency νii, on the ion transit frequency ωt =

√
Ti/mi/(Rq95), and on

the normalized ion collisionality [97]

ν∗ = 4.9 · 10−18 q95Rni ln Λii

T 2
i ϵ

3/2
. (5.3)

ϵ is the local inverse aspect ratio, R the major plasma radius, and ln Λii =

30−ln
(√

ni/T
3/2
i

)
[97] the Coulomb logarithm of deuterium ions. The factor

g can be approximated with high accuracy [384] by

g =
1

1− 1.46
√
ϵ+ 0.46ϵ

√
ϵ
− 1. (5.4)

As shown in figure 5.10a, the absolute values of the neoclassical poloidal
damping rate νneo,damp are in the same order of magnitude as the measured
LCO frequency which is an important prerequisite to play a role in the dy-
namics of a LCO. In addition, the LCO frequencies of some individual dis-
charges (one color corresponds to the covered LCO frequency range of one
discharge) seem to increase with νneo,damp (e.g. #29303, #29306, #29307)
as expected. However, other discharges do only weakly depend on the esti-
mated poloidal damping rate and the overall picture does not confirm a linear
frequency dependence on νneo,damp. For the evaluation of νneo,damp, we used
Ti = Te due to the lack of accurate ion temperature measurements in the edge
plasma. This could be a source of errors, and, in addition, we neglected any
dependence of the flux surface geometry, q95 or inertia which could affect the
frequency of the LCO model presented in reference [383]. For a quantitative
comparison a full kinetic calculation of νneo,damp including geometric effects
and a more elaborate comparison with the equation system of the model has
to be done instead, which is out of the scope of this thesis.
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Figure 5.10: Dependence of the LCO frequency f on the neoclassical poloidal
damping rate (a), zonal flow damping rate (b), Spitzer resistivity (c), the JET M-
mode scaling formula (d), estimated E × B flow velocity (e), and a fit formula
based on a linear regression (f) for a set of discharges. Frequencies from individual
discharges are depicted in the same color (reproduced from [159]).
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Following the LCO model based on a zonal flow-turbulence interaction
[209, 385], the LCO frequency should depend on the collisional damping of
the zonal flow if turbulent self-damping by non-linear saturation is weak [67]
as can be expected for the I-phase which is a regime of reduced turbulence
intensity. As described in reference [38], zonal flows can be damped in sev-
eral ways. Despite the different damping processes, the dominant collisional
damping rate of the zonal flow can be estimated as

νZF = νii/(1.5ϵ) (5.5)

with the inverse aspect ratio ϵ and the ion-ion collision frequency νii. A
large damping rate νZF would correspond to a large zonal flow damping and
would increase the frequency of the LCOs. As illustrated in figure 5.10b,
some discharges (e.g. #29310, purple) exhibit larger LCO frequencies with
increasing νZF as expected. All discharges together, however, do not scale
with νZF and especially discharges #29309 (brown) and #29315 (yellow) do
not follow the trend of the other discharges.

The existence of magnetic precursors as visible as high frequency oscilla-
tions in figure 5.6 and, as it will be discussed below in more detail, indicates
that the LCOs could be of the same nature as type-III ELMs. As discussed
in reference [115], the type-III ELM frequency could be attributed to re-
sistive MHD effects due to its dependence on temperature. Therefore, we
compare the LCO frequency with the Spitzer resistivity ηSpitzer [5] as shown
in figure 5.10c. The LCO frequency in single discharges predominantly in-
creases with ηSpitzer suggesting a positive scaling of the LCO frequency with
resistivity. This is in agreement with the property of type-III ELMs, which
decrease in frequency when the heating power (and therefore temperature) is
increased. The frequency scaling of the complete set of discharges, however,
is not coherent and, thus, disagrees with a simple dependence of the LCO
frequency on resistivity only.

In the so-called M-mode at JET, which shares the higher harmonics in the
spectrograms, the m = 1 magnetic structure, the high frequency band and
the appearance close to the L-H power threshold with the AUG LCOs [226], a
dependence of the frequency on the poloidal Alfvén speed vA = Bθ/

√
µ0min

was found [219, 386]. We approximate the poloidal Alfvén speed by the
quantity Ip/

√
n and scale it against the measured LCO frequency as shown

in figure 5.10d. Due to its density dependence, individual discharges clearly
scale with Ip/

√
n, and at a fixed plasma current of Ip = 0.6 MA, which

was chosen for most of the discharges in the considered data set, the data
points lie on top of each other. For discharges with higher plasma current,
the frequencies have a clear tendency to be higher. This is in agreement
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with the proposed M-mode scaling. However, the frequency dependence of
individual discharges does not fit to the overall scaling of different discharges
with different Ip indicating a dependence on further quantities.

The pressure dependence of the LCO frequency as suggested by fig-
ure 5.9c could also be related to a perpendicular E×B-flow vE×B ∼ Er/B ∼
∇pi/(eniB), depending on the radial electric field Er which is dominantly
determined by the diamagnetic term ∇pi/(eniB) if set by neoclassical pro-
cesses [49]. A direct comparison of the perpendicular flow velocity with the
measured LCO frequency is, however, not possible for the considered data set
due to the lack of direct velocity measurements or sufficiently accurate deter-
mination of the ion temperatures. Therefore, the density and temperature of
the electrons are used instead of ni and Ti for the estimation of the pressure
gradient terms ∇p/n = ∇T + T∇n/n. While the inverse density gradi-
ent length ∇n/n is evaluated directly from the IDA electron density profiles
[282, 387], the temperature gradient is approximated by the finite difference
(Te(ρpol = 0.95) − Te(ρpol = 1.0))/dr with constant Te(ρpol = 1.0) = 100 eV
and dr = 3 cm. It is conceivable that the LCOs have a constant frequency
in the plasma frame, and that they appear at a higher frequency in the lab
frame due to the perpendicular motion set by the Er suggesting a scaling
f ∼ vE×B ∼ ∇pi/(eniB). This scaling, however, cannot be confirmed as
shown in figure 5.10e since higher frequencies are found at lower velocities
vE×B. In general, the data points from different discharges cluster in a narrow
region between vE×B = 5− 10 km/s, and exhibit no clear trend.

As shown in figure 5.10a-e, most of the proposed scalings do not fit to
the considered data from different discharges. Therefore, we perform a mul-
tivariate linear regression in order to find a best fit of the LCO frequency on
its dependent variables. We choose as input n̄e,edge in units of 1019m−3, Te

in eV, Bt in T and q95. Ip is not used since it is connected to Bt and q95 via
q95 ∼ Bt/Ip. The regression yields a frequency dependence

ffit = 976.031n̄−1.10±0.16
e,edge T−0.91±0.07

e B1.93±0.08
t q−1.36±0.08

95 . (5.6)

The root mean square error of the fit is 18.99. This scaling can be expressed
in terms of βt,ped and q95 with βt,ped = 2µ0eTen̄e,edge/B

2
t . It results in an

approximate scaling

ffit =
0.007

βt,pedq
3/2
95

. (5.7)

As illustrated in figure 5.10f, the total data set agrees very well with this ap-
proximate scaling and data from very different discharges overlap. Likewise,
single discharges mainly follow this scaling and the pressure dependence as



5.1. Experimental Features of LCOs at AUG 171

discussed in figure 5.9c is covered by the proposed scaling. Due to the lim-
itation of measurement accuracy and the small number of data points, the
results of the fitting procedure could suggest a misleading trend. Within this
limitations, however, our data set exhibits a clear dependence of the LCO
frequency on the parameters βt,ped and q95. The fact that these parameters
are dimensionless could possibly explain why the LCO frequency is typically
found in a narrow range of a few kilohertz in many fusion experiments with
very different densities, temperatures and magnetic fields.

5.1.5 Isotope Dependence

The characterization of LCOs in this chapter up to now was restricted to
results from plasmas in D. But I-phases were likewise studied in H and He
plasmas at AUG. The hydrogen plasmas behave very similarly to D plasmas,
but just exhihibt a different frequency scaling. The frequency of LCOs in
H plasmas is about a factor of two higher than in D plasmas for otherwise
constant parameters.
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Figure 5.11: Isotope dependence of the LCO frequency against the scaling formula
5.8 for a set of D, H and He plasmas (adapted from [388]).
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LCOs in He plasmas likewise exihibit about a factor of two higher LCO
frequencies for otherwise constant parameters. Therefore, equation 5.7 must
be extended by an isotope dependent factor. A regression of an LCO fre-
quency data set consisting of the D data shown above and additional data
of four H plasmas and three He plasmas provided the following isotope de-
pendent scaling

ffit =
0.014

Z2
i

Ai

βt,pedq
3/2
95

. (5.8)

The measured LCO frequency against this data set is shown in figure
5.11. The data set of He plasmas (green) aligns relatively well to the D data
(red). But the H plasmas included in this data set are split in two clouds
of data points, so that it is difficult to find a common scaling formula for
both of the H subsets. Nevertheless, the scaling formula 5.8 is a relatively
reasonable approximation for this different isotopes in consideration of the
fact that the measured frequencies between D and the other isotopes are a
factor of two different, if the isotope factor is not taken into account.
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Figure 5.12: The I-phase in He plasmas sometimes transitioned into a “breathing”
state (reproduced from [388]). In this state, the amplitude of the LCO bursts as
visible in the inner divertor shunt current (top) or the magnetic pick-up coil below
the divertor (middle) is modulated with a frequency of about 1 kHz. The frequency
of the LCO bursts itself is about 5 kHz as visible in the wavelet spectrum of the
magnetic signal (bottom).
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Apart from the differences in frequency scaling, the H and He plasmas
show the same phenomenology as D plasmas, i.e. the same magnetic struc-
ture, radial propagation, transitions from regular to irregular LCOs etc.
There is only one observation in He plasmas, which was not found to date in
D or H plasmas. It is a “breathing” I-phase as depicted in figure 5.12. In this
regime, the LCO amplitude is modulated with a frequency of about 1 kHz,
while the LCO itself exhibits a frequency between 5 kHz and 7 kHz, as visi-
ble in signals of the inner divertor shunt current or the magnetic pick-up coil
below the divertor. The wavelet spectrogram as shown in the bottom panel
of figure 5.12 was made by means of Morlet wavelets [389]. This breathing
of the I-phase in He might be related to the amplitude modulation found for
GAMs [72]. Due to the higher mass in He, the GAM frequency approaches
the I-phase frequency, thus, LCOs and GAM possibly interacting probably
more strongly than known for D or H plasmas.

5.2 On the Nature of LCOs

Based on the basic experimental features of LCOs, it is discussed in the
following, what could be the nature of the LCOs. In other words, we try to
compare the experimental findings with LCO models or other phenomena in
order to connect it to a physical mechanism most likely at play during the
I-phase.

5.2.1 Are the LCOs Driven by Zonal Flows?

Historically, a model was developed by Diamond et al. [162] aiming at a
description of the bifurcation character of the L-H transition in order to
find an explanation how a state of high turbulence and weak flows (L-mode)
can spontaneously transition into a state of low turblence and strong flows
(H-mode). Only a certain time later, it was recognized that this model con-
tains oscillating solutions [209], so that this set of equations was considered
as one possible explanation for the LCOs around the L-H transition. An
essential part of this model is flow shear generation involving zonal flows
(ZFs) driven by turbulence via the Reynolds stress (RS) force as introduced
in section 2.1.3. This model is very elegant and was refined over the years
in many aspects [390, 391, 392, 224, 377]. In addition, several experimental
investigations were aiming at measuring the relevant quantities by means
of Langmuir probes [372, 232, 393, 74, 394, 225] or gas puff imaging (GPI)
[374, 373, 395]. All these studies found a significant contribution of ZFs or
the Reynolds stress force, which were in general modulated during the LCO
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phase or were triggering directly the L-H transition. According to the ZF-
turbulence interaction scheme, first the turbulence rises (prey) and with a
certain time delay, i.e. phase shift, the ZFs (predators) emerge after an energy
transfer from turbulence to ZFs took place. However, there are other studies
[222, 212], which found limit-cycles rotating into the opposite direction than
predicted by the predator-prey scheme of the ZF-turbulence interaction. In
addition, experimental investigations measuring the ZF activitiy and the RS
drive found that these play only a minor role [221, 233, 396] indicating that
the suggested predator-prey models do not apply in general.

Figure 5.13: (a) Lissajous diagrams between E×B velocity and ion diamagnetic
velocity at three different radial positions, (b) Cross-correlation between poloidal
velocity of He ions and the ion pressure gradient calculated in the first 2 ms after
the L-I transition, i.e. during the first four LCOs (reproduced from [51]).

At AUG, the RS drive was never measured, since no probe data or suf-
ficiently resolved GPI data was available. But the effect of ZFs can be indi-
rectly evaluated. First, the frequency scaling of the LCOs as shown in figure
5.10b involving the ZF damping did not show a consistent dependence on the
ZF damping. This does not rule out an essential role of ZFs during LCOs,
since the frequency can be determined in addition by other parameters than
only the ZF damping. But it is already a first hint, that the ZF-turbulence
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interaction might not be at play. Second, the strong magnetic signature of
LCOs, which is one of the most prominent features of the I-phase, as well as
the high frequency oscillations correlated with the bursts are not predicted by
the ZF models, since they are typically of electrostatic nature. From a logical
point of view, the presence of magnetic signatures in the experiment does not
exclude the ZF-turbulence models per se, but it indicates that the existing
ZF-turbulence models have to be extended in order to be able to describe the
magnetic up-down asymmetry and high frequency modes. Third, the E ×B
flows measured with CXRS [51] during the I-phase were proportional to the
ion diagmagnetic velocity within errors (figure 5.13, left) and the poloidal ve-
locity of the He flow (serving as a proxy for the main ion flow) was in-phase
with the ion pressure (serving as a proxy for the diamagnetic term of the
radial electric field, see equation 2.9). If ZF components would have been
present in these experiments, they would have had introduced a deviation
of the measured flows from the pressure gradient driven flows, which was
not found. The turbulence amplitude measured with Doppler reflectometry
during I-phase was in phase with the velocities measured with CXRS. This
is in contrast to the classical ZF-turbulence model, which predicts a phase
delay between these two quantities.

All in all, the recent studies at AUG on LCO dynamics could not con-
firm the main features of the ZF-turbulence interaction model as originally
proposed [209] within measurement errors and within the given time res-
olution of about 100 microseconds. But with new diagnostic capabilities
of measurements with ball-pen probes [397], an imaging heavy ion beam
probe (see chapter 6) or an improved GPI system further investigations at
higher time-resolution and actually measuring the relevant quantities of the
ZF-turbulence model are intended to clarify the role of ZFs during the L-H
transition at AUG.

5.2.2 Are LCOs Driven by Poloidally Asymmetric Trans-
port?

Based on equations of a drift-Alfvén model [68], oscillatory solutions for an
in-out asymmetric transport, a so called ballooned transport, and its result-
ing flows can be derived [398]. This process is a very general property of
magnetically confinement plasmas in toroidal geometry and does not depend
on the nature of the ballooned transport, i.e. each kind of poloidally asym-
metric transport with an in-out asymmetry can induce this oscillation. The
in-out asymmetric transport couples to an up-down asymmetric flow, called
the Stringer spin-up [399, 400], and can be described by a modified predator-
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prey model including root terms with the in-out asymmetric pressure as prey
and the up-down asymmetric flow perturbation as predator. This system is
independent from its drive or damping, and just depends on the interaction
between prey and predator. The predicted frequency of the Stringer-spin-up
model is

ωSSU =
cs,i

2πqsR
(5.9)

with ion sound velocity cs,i.

Figure 5.14: Measured LCO frequencies against the scaling according to the
Stringer-spin up mechanism (equation 5.9). The same data as shown in figure
5.10 is used (reproduced from [398]).

Figure 5.14 shows a comparison of this formula with the experimental
data discussed above in section 5.1.4. The absolute numbers between data
and formula are approximately the same, indicating that the Stringer spin-up
participates in the process of generating LCOs. However, the experimental
data is slightly lower than the prediction given by equation 5.9. In addition,
the data of a single discharge (one color) does not follow the scaling formula.

An extension of this model including a coupling to Alfvénic waves [401]
was compared to LCO data of four different tokamaks and showed a reason-
able quantitative agreement. Thus, a coupling of ballooned transport to the
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Stringer spin-up and Alfvénic activity can explain the frequency behavior of
the LCOs. However, it does not address the nature of the LCOs, i.e. the
driving terms or underlying instability of a single LCO burst.

5.2.3 Are LCOs the Same as Type-III ELMs?

As presented in section 2.4.2, type-III ELMs have two characteristics ac-
cording to their definition: First, the ELM frequency decreases with heating
power, and second, a precursor mode is visible in magnetic pick-up coils prior
to each ELM burst. As shown above in section 5.1.4, the frequency of LCOs
decreases with increasing plasma pressure. Since the temperature, and hence
pressure, increases with heating power, this frequency dependence is equiva-
lent to a scaling resulting in a lower frequency for increasing heating power.
Thus, the LCOs fulfill the first condition of the definition of a type-III ELM.

a) #29306 c) 

d) 
e) 

f) 

g) 

b) 

Figure 5.15: Poloidal (a) and radial (b) magnetic field signals from pick-up coils
during a neutral beam heated I-phase (#29306) reproduced from [159]. The late I-
phase (shaded area in (a)) is shown more detailed in (c) to (g). Prior to the poloidal
magnetic field perturbation (c), precursor activity is found in the raw signal (d) and
wavelet spectrum (e) of the Ḃr-signal. This precursor is found even earlier in the
phase signal of the hopping reflectometer (f) and shows activity in the frequency
range 50 kHz to 100 kHz as seen in its wavelet spectrum (g).

As shown in figure 5.15d, a precursor activity is visible in magnetic coils
measuring the radial component Ḃr prior to each LCO burst in the late phase
of the I-phase (around t = 3.46 s and later) at AUG. The frequency of the
precursor of about 50 kHz to 80 kHz and the fact that the precursors are
only visible in the radial component of the magnetic signal Ḃr perfectly fulfill
the properties of type-III ELM precursors [115]. Due to these observations
(frequency scaling and precursor activity), the late I-phase unambiguously
agrees with the full definition of type-III ELMs.
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The amplitude of the precursor modes are visible as spikes in figure 5.15b.
They are very pronounced in the late I-phase and clearly correlated with
the Ḃθ-signal in figure 5.15a, which is the monitor signal for LCO bursts
similar as shown in figure 5.1. However, in the early I-phase, i.e. shortly
after the L-I transition at about t = 3.432, the precursor amplitude is much
smaller and hardly exceeds the noise level of the Ḃr-signal. Therefore, just
considering the early phase of LCOs, where precursors in the magnetic signals
are practically undetectable, makes it difficult to judge, whether these LCOs
fulfill the definition of type-III ELMs.

−2
0
2

Ḃ
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Figure 5.16: The very first two LCO pulses after the L-I transition (early LCO)
from discharge #31017: poloidal (a) and radial (b) magnetic field signals from
pick-up coils, and wavelet spectrum of the Ḃr-signal (c). The phase signal of the
hopping reflectometer (d) and its wavelet spectrum (e) indicate a weak precursor
activity (reproduced from [159]).

A precursor mode similar to the magnetic precursor is likewise visible in
the phase signal of the normal incidence reflectometer (so called LFS hopping
reflectometer [402]) as shown in figure 5.15f. Its signal is proportional to the
density fluctuation at a radial position of ρpol= 1.0 ± 0.01, i.e. around the
LCFS. This precursor is very pronounced in the late I-phase, but can also be
observed in the early I-phase as shown in figure 5.16d, although the precursor
is invisible in the magnetic signal (see figure 5.16b). Thus, the reflectometer
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signal suggests, that the precursor is always present in I-phase, even in the
early phase. The signal levels of precursors in the magnetic signals might be
too low to be detected during the early I-phase, but this does not mean that
the magnetic precursors do not exist per se. The continuous and smooth
transition from the early I-phase with small precursors to the late I-phase,
which clearly fulfills the definition of type-III ELMs, indicates, that all LCO
bursts share the same properties, and they only differ in size, especially in
terms of the amplitude of the precursors. Overall, these results suggest that
the LCOs are the same phenomenon as type-III ELMs. More details about
the precursors at AUG can be found in reference [159].

The strong precursors of LCO bursts appearing close to the H-L tran-
sitions were called Modulating Pedestal Mode (MPM) at DIII-D and are
envisaged to be used as indicator, that the operational point of the plasma
is close to the H-L transition, so that measures for a soft backtransition to
L-mode can be applied [403]. They are likewise visible as density fluctuations
measured with beam emission spectroscopy at the heating beams, and have
the same frequency and wavenumber as in AUG [159]. Precursors of LCOs
are also present in plasmas at EAST [225] and the data there shows likewise
a continuous and smooth transition from LCOs to type-III ELMs confirming
the results at AUG.

In summary, the presented results indicate, that LCOs at the L-H transi-
tions are the same as type-III ELMs. But although many models for type-III
ELMs have been proposed [404, 405, 406], there is no consent in the scien-
tific community, how to quantitatively described type-III ELMs, and of what
nature they are.
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Chapter 6

A New Diagnostic Concept to
Study Structure Formation at the
Plasma Edge

6.1 The Imaging Heavy Ion Beam Probe

6.1.1 The Need for Improved Edge Diagnostics

As indicated by the light blue fields in table 2.1, certain fluctuation am-
plitudes of many phenomena and structures at the plasma edge were not
determined yet. It is obvious, that measurements of the electrostatic poten-
tial perturbation are the most desirable, since these are missing for almost
all of the phenomena. The electrostatic potential is one of the most impor-
tant quantities due to the fact that the value of the cross phase between
electrostatic potential and density fluctuations allows for a (sometimes un-
ambiguous) characterization of the underlying instability of the structure of
interest. Unfortunately, this quantity is very difficult to access experimen-
tally.

In addition to the capability of measuring the electrostatic potential, an
ideal edge plasma diagnostic needs good time resolution to resolve the fast
processes on the time scales of the respective structures. This requires a
time resolution of at least 1 ms or ideally 10 µs to capture the temporal
characteristics of the structures given in table 2.1.

A third requirement is a good radial resolution. Most of the pheonomena
presented in chapter 2 appear in the very narrow region slightly inside the
LCFS, where the strongest gradients are present. This region is typically only
a few centimeter wide, thus, a spatial resolution in the range of millimeters (or
even below) are desirable. If possible, this good resolution should be available
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for a wide radial range covering the steep gradient region, the LCFS and a
large part of the SOL.

Ideally, the diagnostic would be non-invasive i.e. the measurement setup
or its involved elements interact so weakly with the plasma that its dynamics
is not modified.

Last but not least, a two-dimensional acquisition of the measurement
quantities e.g. in the radial-poloidal plane, would be desirable in order to
measure radial and poloidal structure sizes, the tilt of structures, and its
poloidal and radial velocities. This would allow for a very comprehensive
comparison of measured quantities with predictions from theory, which is
typically not possible nowadays.

6.1.2 The Imaging Heavy Ion Beam Probe at AUG

A diagnostic concept, which promises to fulfill all the above mentioned con-
ditions to a certain extend, is the imaging heavy ion beam probe (i-HIBP)
[407, 408, 409]. It is an active diagnostics injecting a neutral beam of heavy al-
kali atoms into the plasma, where it is ionized in the region around the LCFS
creating a secondary ion beam. The pattern of the secondary ion beam de-
tected with a scintillator detector inside the vacuum vessel allows to deduce
information on density perturbations, electrostatic potential perturbations
and magnetic field perturbations at the points of ionization. Therefore, the
measurement quantities provided by the i-HIBP seem to be well suited to fill
the missing data in table 2.1.

The theoretical concept of the i-HIBP was developed in collaboration
with the University of Seville, Spain, and the hardware was manufactured,
designed and commissioned at AUG together with the University of Seville
and the Centre for Energy Research, Budapest, Hungary. The diagnostic
principle of the i-HIBP is very similar to the atomic beam probe (ABP)
concept developed at the COMPASS tokamak [410, 411]. But instead of a
Faraday-cup array as used for the ABP, the i-HIBP makes use of a scintillator
and a camera for the beam detection, which allows a much higher spatial
resolution. The i-HIBP is also related to the classical heavy ion beam probes
[412, 413, 414, 415, 416, 417]. In contrast to these, the i-HIBP employs
a neutral beam as primary beam instead of an ion beam, and instead of
the electrostatic energy analyzer, which is usually placed outside the torus
to measure the secondary beam of classical heavy ion beam probes, the i-
HIBP uses an in-vessel detector based on a scintillator. The scintillator
detector enables a more compact system and the possibility to measure in
two dimensions with very high spatial resolution. On the other hand, due
to the use of a camera and an indirect determination of the electrostatic
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potential as opposed to a direct measurement in a classical heavy ion beam
probe, the accuracy and time resolution of a classical heavy ion beam probe
is higher than of the i-HIBP. Since a classical heavy ion beam probe is not
feasible to be built for AUG due to its magnetic field helicity, the i-HIBP
is the best realistic choice of a diagnostic enabling electrostatic potential
measurements.

6.1.3 Measurement Principle

The i-HIBP makes use of a neutral heavy atom beam as a primary beam,
which is injected radially inward from the midplane LFS into the plasma. As
shown in figure 6.1, left, the neutral primary beam (blue) gets ionized due
to the interaction with particles of the plasma. The ionization takes place at
several (radial) positions along the primary beam creating a fan of ion beams
(red). Due to the high mass of the heavy ions, mi, these secondary beams of
charge q perform such a large Larmor radius

ρL,i =

√
2miEbeam

|q|B
(6.1)

for a given beam energy Ebeam and magnetic field B of the tokamak, that
they leave the plasma. This way, they can be detected outside the plasma
by means of a scintillator detector placed in the limiter shadow inside the
vacuum vessel of the tokamak. The scintillation light pattern generated by
the secondary beams is detected with a high speed camera and contains
information of plasma quantities at the point of ionization and along the
primary and secondary beam.

The fan of secondary beams gives rise to a strip-type pattern (red) referred
to as scintillator strikeline as shown in figure 6.1, right. The upper part of the
strikeline is created by ion beams starting from radial positions far inside the
plasma, and ion beams starting from radial positions further outside give rise
to scintillation at the bottom of the strikeline. Hence, the strikeline contains
information of different radial positions. The resolution is given by the grain
size of the scintillator (typically in the range of hundreds of micrometers)
and the resolution of the optical system, which provides in total typically a
resolution in the sub-millimeter range, when mapped back to the points of
ionization.

A change of the poloidal magnetic field, typically induced by the (edge)
plasma current, deflects the fan of secondary beams into toroidal direction
due to the Lorentz force (see equation 1.4). Therefore, a magnetic field
perturbation δB deflects the whole strikeline (purple) on the scintillator hor-
izontally as shown in figure 6.1, right. This way, the magnitude and direction
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of the magnetic field perturbation δB can be estimated from the deflection
of the strikeline on the scintillator.
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Figure 6.1: Left: Schematic setup of the i-HIBP. Along the primary beam (blue)
injected from the right, a fan of secondary beams (red) is created by ionization in
the plasma. The secondary beams are detected by means of a scintillator and a cam-
era. Right: Schematic camera view onto the scintillator. The scintillator strikeline
(red) is globally deflected by a magnetic field perturbation δB (purple) and locally
deformed by electrostatic potential perturbations δϕ (light blue). Density fluctua-
tions along the primary beam manifest as intensity perturbations of the strikeline
intensity (reproduced from [408]).

Due to the ionization processes of the primary beam and the attenuation
of the secondary beams due to collisions, the intensity of the ion current
reaching the scintillator, and, thus, the intensity of the scintillation light, is
a strong function of the density and temperature in the plasma as will be
shown in section 6.2.2 below. The intensity of the strikeline increases from
the bottom of the strikeline towards the center due to the increase of the
density profile in the plasma giving rise for more and more ionization pro-
cesses of the primary beam during its propagation inside the plasma. At a
certain point, however, the primary beam is fully ionized, so that no further
secondary beams are created far inside the plasma, and the intensity on the
strikeline decreases towards the top of the scintillator. Therefore, the maxi-
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mum of the strikeline intensity is reached, where the primary beam can still
provide sufficient neutrals for ionization and the density profile is sufficiently
high to provide the plasmas density necessary for the ionization collisions.
The whole strikeline intensity is additionally affected by the secondary beam
attenuation, which is stronger for secondary beams further inside the plasma,
where the beam trajectories have to pass regions of higher densities. A den-
sity perturbation δn in outer regions of the plasma, where the primary beam
still consists of the majority of its particle content, leads to a local increase
of ionization, and, thus, creates a local excess of ion beams, which is visi-
ble as an intensity perturbation on the scintillator strikeline (see figure 6.1,
right). This way, density perturbations δn can be estimated from an intensity
perturbation on the strikeline.
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Figure 6.2: Origin of the deflection δ of the scintillator pattern of secondary
beams due to a potential perturbation δϕ in the plasma. Compared to the energy
of the primary beam, the secondary beam (light blue) gains energy in case that
a positive electrostatic potential is present at the point of ionization. A larger
potential perturbation (purple) leads to an even stronger raise of the kinetic energy
of the ions, so that the electrostatic potential difference between the two cases causes
a deflection δ on the scintillator due to the energy dependence of the Larmor radius
ρL,i.

A perturbation of the electrostatic potential in the plasma, δϕ, is esti-
mated from a local deflection δ of the scintillator strikeline (see figure 6.1).
The local deflection on the strikeline originates from a change in kinetic en-
ergy of the secondary beams due to an electrostatic potential perturbation
inside the plasma. As shown in figure 6.2, the neutral primary beam has a
certain energy Ebeam, which stays constant along its path into the plasma.
An ion, which is generated by ionization from the primary beam, has ini-
tially the same energy as the primary beam. However, if a positive potential
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perturbation is present at the point of ionization, the positively charged ion
(light blue) gains energy during its path towards the outside of the plasma,
i.e. it is repelled from the positive potential. For higher values of the elec-
trostatic potential at the point of ionization, the energy gain is even higher
(purple). Due to the energy dependence of the Larmor radius (see equation
6.1) as well as the toroidal deflection of the secondary beams, an increase of
the electrostatic potential by ∆ϕ leads to an increase of the kinetic energy
of the secondary beams of q∆ϕ and consequently to a correspondingly larger
deflection.

In summary, a local and global deflection of the scintillator strikeline
contains information on δB and δϕ, respectively, while the intensity of the
strikeline is determined mainly by the density and its perturbations δn. The
correct interpretation of the strikeline pattern and the quantitative determi-
nation of the actual measurement quantities is only possible by means of a
numerical modeling of the beam trajectories and its collisional processes on
the way to the scintillator.

6.2 Numerical Modeling for the Development
of the i-HIBP

The numerical modeling of the i-HIBP signals is mainly done with the code
package i-HIBPsim [418]. It consists of two main parts: one part handles the
particle tracing of the beam particles in the three-dimensional tokamak field
taking into account the deflection due to a given electric field, and the second
part calculates the ionization and attenuation processes of the beam particles
along the calculated trajectories. It can handle finite beam widths, divergent
beams, arbitrary beam energies and is a flexible tool enabling studies of
beam plasma interactions in three-dimensional geometry, i.e. including error
fields, local perturbations of plasma quantities or field vectors and arbitrary
geometries for the scintillator detector.
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6.2.1 Particle Tracing

The particle tracing part of i-HIBPsim solves the equation of motion of a
charged ion with charge q and mass mi for a given magnetic field B and
electric field E

mi
dv

dt
= q (E+ v ×B) . (6.2)

For this purpose, the three-dimensional vector fields B and E have to
be constructed first. The magnetic field B is read from the result of the
equilibrium reconstruction of AUG and mapped in three dimensions. The
electric field is a manual input and typically constructed from a measured
or experimentally inspired radial electrostatic potential profile, which is first
mapped to the magnetic flux surfaces, and a three-dimensional field is created
via E = −∇ϕ.

The injection of the primary beam is given by the beam energy Ebeam

delivering the initial beam velocity, the mass and charge of the particle, the
point of origin, e.g. the center of the i-HIBP flange in AUG, and a toroidal
and a poloidal injection angle with respect to the radial coordinate vector.
The starting points of the secondary beams requires the input of a radial
range, in which the trajectories are initialized, and the number of trajectories.
The trajectories are then calculated until they reach a predefined plane of
the scintillator.

An example of the primary beam geometry and the resulting secondary
beam trajectories is shown in figure 6.3 for a toroidal injection of 5 degree
calculated with an early version of i-HIBPsim [419]. It is obvious in the top
view of the trajectories (figure 6.3, upper right), that the trajectories are
toroidally displaced due to the poloidal magnetic field component and due
to the fact, that the beam is injected with a finite toroidal angle. Figure
6.3, lower right) shows the energy of the particles during its propagation
from the ionization points towards the scintillator. During the last 2 µs, the
energy does not change, since the particles propagate through the very far
SOL, where no significant electrostatic potential is present. The different
energies of the particles in this phase and when they arrive at the scintillator
is exclusively given by the electrostatic potential at the point of ionization,
similar as sketched in figure 6.2.
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Figure 6.3: Result of the output of a particle tracing code for the i-HIBP (re-
produced from [419]). The upper plots show the primary beam (blue) and the fan
of secondaries for a cesium (Cs) beam with Ebeam = 68.4 kV in the poloidal (left)
and toroidal plane (right). The intersection of the secondaries with the scintillator
plate given in scintillator coordinates x′ and y′ are shown on the lower left. This
is the scintillator strikeline. Due to the presence of an electrostatic potential in the
plasma, the kinetic energy (lower right) varies in time while the particle propagates
through the plasma to the scintillator (t = 0 corresponds to the point of ionization,
where the secondaries start).



6.2. Numerical Modeling for the Development of the i-HIBP 189

6.2.2 Collisional Model

After the trajectory calculation has been done, the ionization processes of
the primary beam and the attenuation processes of the secondary beams are
handled. For this purpose, the provided radial profiles of electron density
and temperature are mapped onto the flux surfaces, so that local values of
ne, ni, Te and Ti are available in three-dimensions for further processing. The
description of the collisional model, which uses these local values as shown
in the following, reproduces results of reference [408].

A primary beam injected from the outside with a current density jp(l = 0)
and a velocity vbeam along the beam coordinate l is attenuated due to colli-
sions in a plasma with electron density ne, ion density ni, electron tempera-
ture Te and ion temperature Ti at the position l0 according to

jp(l0) = jp(0) exp

{
− 1

vbeam

∫ l0

0

(ne ⟨σv⟩ei + ni ⟨σv⟩CX) dl

}
. (6.3)

For the rate coefficient of the electron impact ionization

⟨σv⟩ei ≈ 4π

∫ ∞

0

σei(ve)fM(Te)v
3
edve (6.4)

the Lotz formula [420] is used for the cross section σei and an isotropic
Maxwell-Boltzmann distribution fM(Te) is assumed for the electrons with
velocity ve. These rate coefficients depend on the plasma temperature and
are shown for Cs and Rb in figure 6.4, left.
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Figure 6.4: Rate coefficients for the atomic species A = Cs and A = Rb. Left:
electron impact ionization of neutral atoms. Middle: charge-exchange collisions
with deuterium. Right: electron impact ionization of singly ionized ions (reproduced
from [408]).
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For Cs and Rb, the charge-exchange collision rates with deuterium (fig-
ure 6.4, middle) are in the same order of magnitude as the electron impact
ionization. Since the beam velocity vbeam is of the same order as the most
probable deuteron velocities vi, the three-dimensional integral

⟨σv⟩CX =

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
|vbeam − vi|σCX(|vbeam − vi|)f 3D

M (Ti)dvi (6.5)

with the three-dimensional Maxwell-Boltzmann distribution for the deuterons
f 3D(Ti) has to be solved. For Cs a combination of the cross sections for low
[421] and high energy [422] is used, in order to cover a wide energy range.
For Rb a combination of data from references [423] and [424] are taken.

This data is also needed for the birth profile of the secondary beams along
the primary beam coordinate l, which can be described as the current density

∆jb(l0) = jp(l0) (ne ⟨σv⟩ei + ni ⟨σv⟩CX)∆l
1

vbeam
(6.6)

generated in a small volume of the primary beam with length ∆l.
The current density js(s) along the secondary trajectory coordinate s is

determined by the attenuation of the curved secondary beam due to ioniza-
tion collisions into higher charge states of the ion beam on the way out of
the plasma. At the scintillator position s0 we find

js(s0) = ∆jb(l0) exp

{
− 1

vbeam

∫ s0

0

ne ⟨σv⟩+ei ds
}
. (6.7)

The rate coefficient ⟨σv⟩+ei is calculated according to formula 6.4, but with
the data of the cross sections for secondary ionization as described in refer-
ence [425] for Cs (ionization into all higher states up to Cs5+ are taken into
account) and reference [426] for Rb. The rate coefficients for the secondary
ionization are shown in figure 6.4, right.

6.2.3 Density Dependence of Scintillator Signal

The ionization and attenuation processes expressed in equations 6.3, 6.6 and
6.7 strongly (i.e. exponentially) depend on the plasma density and the re-
spective rate coefficients. The temperature dependent rate coefficients do
not vary much in different plasma scenarios at the edge, so that the main
impact originates from the density as shown in the following.
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A typical output of the i-HIBPsim simulation is shown in figure 6.5. It
shows the strikeline on the scintillator for the AUG discharge #34570 with
Bt = 2.5 T, Ip = 0.6 MA and a density of n̄e = 3.8·10−19 m−3 at the time
t = 3.53 s for a 87Rb beam [418].

Figure 6.5: Example of the output of an i-HIBPsim calculation for a 87Rb beam
injected into an AUG plasma at Bt = 2.5 T and, Ip = 0.6 MA (reproduced from
[418]). The position of the strikeline is given in terms of the horizontal and verti-
cal coordinate of the scintillator. The intensity of the strikeline is color-coded and
displays the secondary beam current impinging on the scintillator. Different points
along the strikeline (white circles) are connected via the respective secondary trajec-
tory to different ionization points along the primary beam in the plasma, so that a
certain ρpol-position of the point of ionization can be assigned to each corresponding
point on the scintillator strikeline. The directions of vertical and parallel secondary
beam displacements are indicated by large arrows.
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The simulation was done for an infinitely thin primary beam, i.e. the
beam width was assumed to be arbitrarily small. The strikeline is slightly
curved and the color-coded intensity of the strikeline given in terms of the
current density js(s0) of the secondary beams (see equation 6.7) is increasing
towards the bottom of the scintillator. The white markers on the strikeline
indicate a few selected end points of secondary beam orbits, which can be
assigned to the radial position of the corresponding starting points given in
terms of the ρpol-position. In other words, the points of ionization along the
primary beam at a certain ρpol-position in the plasma map to the respective
end points of the secondary beams on the scintillator. Therefore, the strike-
line shown in figure 6.5 contains information of a radial range between ρpol
= 0.92 to ρpol = 1.16 and the LCFS (ρpol = 1.00) is roughly in the center
of the scintilator. Due to the specific geometry of the trajectories, which
depends on the magnetic field topology of the given plasma equilibrium, an
equidistant radial grid of ionization points maps onto a non-equidistant grid
of orbit end points on the scintillator.

The intensity of the strikeline depicted color-coded in figure 6.5 can equiv-
alently be represented as an intensity curve along the strikeline. This is shown
in figure 6.6, bottom row. Here, the intensity in terms of a secondary beam
current density is drawn against the radial position of the ionization point
of the respective secondary beam given in terms of ρpol. This is possible
due to an unambiguous assignment of the ionization point in the plasma and
the end point on the scintillator for each trajectory as indicated for some
selected points in figure 6.5. As shown in the lower left panel of figure 6.6 for
a high density edge plasma, a Rb secondary beam ionized at the LCFS (ρpol
= 1.0) is associated with a secondary beam current density of about 10−4

A/m2 reaching the scintillator. This is more than 1000 times higher than
the secondary beam current produced by a Cs beam on the scintillator under
the same plasma conditions. The main reason for this difference between Rb
and Cs is the different beam velocity vbeam due to the different masses of the
two isotopes, which strongly impact the secondary beam attenuation. Out-
side the LFCS, there is almost no difference between the calculations taking
charge-exchange (CX) processes into account (solid) and simulations without
CX collisions (dashed lines).

For lower densities (figure 6.6, right panels), the overall signal intensities
are several orders of magnitude higher, and the differences between Rb and
Cs is lower due to a general lower impact of the secondary attenuation. These
calculations clearly show, that a low density operation in AUG is necessary
to produce high signal levels on the scintillator.
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Figure 6.6: Strikeline intensities (lower row) for a high density case (lower left)
and a low density case (lower right). The corresponding radial electron density
profiles used as input for the simulations are shown in the top row. Charge-exchange
processes (CX) calculated assuming ni = ne play in general a minor role, but can
be significant at high densities.

6.3 Sensitivity to Structures at the Edge

By means of numerical simulations as presented above, the impact of different
plasma structures on the displacement and the intensity of the scintillator
strikeline can be calculated for all edge plasma phenomena as presented in
chapter 2. Due to the different amplitudes of the magnetic field perturbation
δB, electrostatic potential perturbations δϕ, density perturbations δn and
its location in the plasma, a more or less strong signal response associated to
each plasma edge structure manifests on the scintillator detector. By means
of the numerical modeling, the signal strengths on the i-HIBP detector for the
different phenomena can be assessed and compared to the expected resolution
of the i-HIBP system. A few selected examples are detailed in the following.
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6.3.1 Determination of Edge Current density

During the type-I ELM cycle (see section 2.4.2), the gradients at the edge
and the edge current density (see section 2.2.1) is temporally modulated.
The strongest variation of these quantities is expected to take place between
the time point shortly prior to the ELM onset (Pre-ELM), and shortly after
the ELM crash (Post-ELM). Therefore, a simulation at the Pre-ELM and
a second one at the Post-ELM time point is done, in order to assess the
changes of the strikeline for these two time points. The magnetic field data at
these time points is taken from a high-resolution equilibrium reconstruction
of an AUG plasma at Bt = 2.5 T and, Ip = 1.0 MA (#27963) [103]. The
electrostatic potential profile was estimated from the typical change of the
radial electric field during an ELM cycle [427] and the radial density and
temperature profiles as determined with the integrated data analysis [387].
This input data is shown in figure 6.7.

Figure 6.7: Input data for the numerical modeling of i-HIBP signals during an
ELM cycle (reproduced from [419]). Left: Difference between the radial magnetic
field component of the plasma equilibria in the Pre-ELM and Post-ELM phase. The
trajectories of the secondary beams is indicated in grey. Center: Input profile of
the electrostatic potential for Pre-ELM (blue) and Post-ELM (green) time points.
Right: Input profile of the electron density for Pre-ELM (blue) and Post-ELM
(green) time points.

The position of the scintillator strikeline for this input data is shown in
figure 6.8. The beam is deflected up to 3 mm due to changes in the magnetic
field, which is mainly caused by a change of the edge current density. This
is a very clear effect and much larger than the expected spatial resolution of
the i-HIBP setup in the order of 0.1 mm. Simulations with and without a
change of the electrostatic potential reveal that the effect of the electrostatic
potential (maximum displacement of 0.3 mm) is negligible compared to the
dominant deflection due to the magnetic field perturbation δB.
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The change of the strikeline intensity due to the change of the density
profile during the ELM cycle is relatively strong. Although the density at
the pedestal top is only changed by 10 %, the strikeline intensity on the
scintillator is changed by a factor of three. This demonstrates again, that
the strikeline intensity is a strong function of the edge density in the plasma.

Figure 6.8: Left: Scintillator strikeline for the Pre-ELM phase (blue) and Post-
ELM phase (green) for a beam of a finite width. Right: For each point of ionization,
a deflection δ between the Pre-ELM and Post-ELM strikeline as shown in the left
panel can be obtained. The deflection due to the magnetic field perturbation is in
the range of a few millimeters if the change of the electrostatic potential is neglected
(red). Taking into account the additional deflection due to electrostatic potential
(blue) demonstrates that its effect is small compared to the pure effect of δB in this
radial region (reproduced from [419]).

Overall, the i-HIBP is expected to react very sensitively to changes of the
density and the magnetic field during the ELM cycle, so that it is well suited
to quantitatively study the change of gradients and the edge current density
in H-mode as these numerical investigations suggest.

6.3.2 Identification of Flow Structures

As introduced above, equilibrium flows (see section 2.1.1) and turbulence
driven zonal flows (see sections 2.1.3, 2.1.4 and 2.1.5) are associated with
electrostatic potential structures or their perturbations. Numerical modeling
of the scintillator strikeline is used to estimate the deflections associated to
such potential structures. For this purpose, the strikeline is calculated for a
reference potential shown in blue in figure 6.9, right, and compared with the
strikeline resulting from a more complex potential structure with four poten-
tial perturbations δϕ located at different radial positions as shown in green.
This resembles an extreme case of the staircases as described in section 2.1.5.
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Figure 6.9: Left: Input profiles of electrostatic potential for a reference case (blue)
and a staircase (green). Right: The resulting diplacement δ between reference case
and staircase (reproduced from [419]).

The deflections between the staircase and the reference potential is shown in
figure 6.9, right. The deflection is only about a tenth of a millimeter in this
case and therefore only marginally above the expected spatial resolution of
the i-HIBP detector of 0.1 mm. However, these simulations reveal that the
location of the spikes of the deflections as mapped back to the points of ion-
ization given in terms of ρpol (see 6.9, right) exactly agree with the locations
of the electrostatic potential perturbations as given in figure 6.9, left. This
demonstrates that the electrostatic potential determination of the i-HIBP
is indeed a local measurement of electrostatic potential perturbations. For
higher potential perturbations as they appear e.g. in LCOs or in blobs and
further inside the pedestal during the ELM cycle (see figure 6.8), a larger
displacement clearly above the spatial resolution of the i-HIBP detector is
expected.

6.3.3 Characterization of Blob Filaments

Blob filaments are monopolar pressure perturbations traveling through the
SOL as introduced in sections 2.4.1 and 3. Consequently, the simulations use
likewise monopole density perturbations as input as shown in top row of figure
6.10. Since the blob is assumed to propagate radially outwards over time,
three different radial positions corresponding to three different instances of
time are investigated. Compared to a case without the density perturbation
δn, i.e. a reference case with only monotonic background profiles (blue line
in bottom row of figure 6.10), the intensity (green) changes quite significantly
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for the three blob positions. A blob comparably far inside the LCFS (left
column) produces a reduced intensity compared to the reference. This is due
to the fact, that the blob is further inside than the region of ionization, so
that only the secondary beams are in contact with the blob. This way, the
blob only contributes to the secondary beam attenuation (see equation 6.7)
and weakens the strikeline intensity.

Figure 6.10: Top row: Location of the density perturbation δn associated with
filaments in the poloidal plane for three different radial filament positions as used
as input for the numerical modeling. The fan of secondary beams is indicated in
grey. Bottom row: the corresponding intensity (green) of the scintillator strikeline
compared to a reference case without the filament (blue). The intensity of the
strikeline is mapped to the ρpol-position of the point of ionization of the secondary
beam (reproduced from [419]).

A blob far outside of the SOL (right column in figure 6.10) only interacts
with the primary beam, thus, leading to an increased ionization according to
equation 6.6 and leads therefore to a higher birth rate resulting in a higher
strikeline intensity relative to the reference case outside ρpol = 1.02. Since
more secondaries are born further outside, less neutrals of the primary beam
can contribute to the ionization further inside. This is the reason, why the
intensity inside ρpol = 1.02 is lower than the reference case. A blob located at
the LCFS (middle column of figure 6.10) is effected by both increased birth
rate due to blob interaction with the primary beam and increased attenuation
due to interaction of the blob with the secondary beams. In any case, these
simulations suggest, that a blob filament propagating radially outward along
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the primary beam, causes a strong response of the strikeline intensity allowing
for size and velocity studies of blobs by means of the i-HIBP.

In addition to filament detection by means of the strikeline intensity as
shown in figure 6.10, the dipolar electrostatic potential of filaments give rise
to a measurable deflection, so that additional information about filaments
dynamics is expected to be provided by the i-HIBP as simulations suggest
[419].

6.3.4 Expected Measurement Capabilities

The expected spatial resolution of the i-HIBP detector is 0.1 mm (see also 6.4)
and the dynamic range of the camera is sufficiently large to resolve changes
of the strikeline intensity of 1 % assuming that the light intensity provided
by the scintillation is above the noise level of the camera. Therefore, plasma
edge structures giving rise to a deflection of δ > 0.1 mm and a relative inten-
sity perturbation δI/I > 1 % are considered to be detectable. A few more
plasma edge phenomena than presented above have been assessed by means
of the numerical modeling, and the above mentioned sensitivity criteria have
been applied. Table 6.1 summarizes the perturbations associated with dif-
ferent plasma edge phenomena, which can be resolved (purple), marginally
be resolved (magenta), and not resolved (red) by the i-HIBP.

Type Name Plasma regime Time scale dn → dI/I (%) df → d (mm) dB → d (mm)

Filaments
Blobs All 10-100 ms 30 – 200 0.7 -

ELM cycle H-mode 1-5 ms 70 0.4 3

Flows
Staircases / ZFs L-mode 1 ms 18 0.14 -

GAMs L-mode 100 ms 11 0.14 0

Temporal 

structures

LCOs After L-H transition 0.1-1 ms 20 0.4 0.3

Inter-ELM modes H-mode 2 ms 10 n/a n/a

Equilibrium

structures
External error fields All 10 ms-∞ - - 0.8-2.2

Table 6.1: Sensitivity of the i-HIBP to certain edge phenomena according to the
numerical modeling. Density perturbations δn give rise to a relative intensity per-
turbation on the scintillator δI/I, and the perturbations of the electrostatic potential
δϕ and the magnetic field δB are associated with a deflection δ on the scintillator.
Perturbations, which can be resolved are marked in purple. Magenta fields indicate
marginal sensitivity and the red field indicates, that the magnetic perturbations of
the GAM are not resolvable.
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The two phenomena, which are certainly detectable with the i-HIBP
due to their strong intensity change, are blob filaments in the SOL and the
changes during an ELM cycle. The largest response in terms of the strikeline
deflection δ is expected due to externally applied error fields as it is the case
for ELM suppression techniques (see section 2.3.1) and due to the change of
the edge current density during an ELM cycle. Thus, the numerical modeling
suggests, that blobs, ELM cycles and effects of external magnetic perturba-
tions can be studied with the i-HIBP. Depending on the actual resolution of
the realized i-HIBP system, the signal-to-noise and signal-to-background ra-
tio, the other quantities marked in purple in table 6.1 might be detectable as
well. As a unique feature, the i-HIBP might be allowing for direct measure-
ments of the electrostatic potential of blobs in two dimensions, during the
ELM cycle and during LCOs, and under favorable conditions, even in stair-
cases, ZFs and GAMs, depending on the actual performance of the realized
hardware.

There are many other phenomena listed in table 2.1, which do not appear
in table 6.1. This is owing to the fact, that there is no data of the perturbation
amplitudes available (even not from theory) for many phenomena, so that it
is not clear what to choose as input for the simulations.

6.4 Hardware Setup at ASDEX Upgrade
The numerical modeling as shown in section 6.2 indicated that a few very in-
teresting plasma edge structures can be studied with the i-HIBP. Its excellent
radial resolution including measurements in two dimensions and potentially
enabling a measurement of the electrostatic potential perturbations δϕ was
considered to justify the costs and effort to develop this new type of diagnos-
tics at AUG. The main components of the i-HIBP are an alkali beam injector,
an in-vessel scintillator detector head including a custom-made powerful lens
system, a heatable image guide and an ex-vessel camera. A CAD drawing
of the full i-HIBP system including its main elements and its installation at
the AUG vacuum vessel is shown in figure 6.11.



200 Chapter 6. A New Diagnostic Concept for the Plasma Edge

N
e
u
tr

a
liz

e
r 

c
e
ll

D
e

fl
e

c
ti
o

n
 p

la
te

 

p
a
ir

s

E
m

it
te

r 

(7
0
 k

V
)

E
x
tr

a
c
to

r 

(6
0

 k
V

)

E
le

c
tr

o
n
 s

u
p
p
re

s
s
io

n
 

ri
n
g
 (

-0
.5

 k
V

)

H
V

 t
ra

n
s
fo

rm
e

r

R
a
il 

s
y
s
te

m

F
a
ra

d
a
y
 c

u
p
s

C
o
lli

m
a
to

r 

b
a
rr

e
l

B
e
a
m

 o
b
s
e
rv

a
ti
o
n
 

c
a

m
e

ra

O
b
je

c
ti
v
e

S
c
in

ti
lla

to
r 

a
n
d

 

h
e
a
t 
s
h
ie

ld

Im
a

g
e

 g
u
id

e

F
a
n
 o

f
io

n
s N

e
u
tr

a
l p

ri
m

a
ry

b
e
a
m

S
c
in

ti
lla

to
r

c
a

m
e

ra

F
ig

u
re

6.
11

:
C
A

D
dr

aw
in

g
of

th
e

i-
H

IB
P

sy
st

em
at

A
U

G
(a

da
pt

ed
fr
om

[4
08

])
.

T
he

al
ka

li
io

n
be

am
(b

lu
e)

is
ex

tr
ac

te
d

by
th

er
m

io
ni

c
ex

tr
ac

ti
on

fr
om

th
e

em
it
te

r
an

d
ac

ce
le

ra
te

d
to

w
ar

ds
th

e
pl

as
m

a
on

th
e

le
ft
.

It
pa

ss
es

fir
st

tw
o

pa
ir

s
of

de
fle

ct
io

n
pl

at
es

fo
r
ho

ri
zo

nt
al

an
d

ve
rt

ic
al

st
ee

ri
ng

of
th

e
be

am
.

A
ft
er

w
ar

ds
it

is
ne

ut
ra

liz
ed

in
a

ne
ut

ra
liz

er
ce

ll
an

d
it
s
di

am
et

er
re

du
ce

d
by

a
co

lli
m

at
or

pl
at

e
on

th
e

ba
rr

el
.

In
th

e
pl

as
m

a
(n

ot
sh

ow
n)

th
e

ne
ut

ra
l
be

am
is

io
ni

ze
d

gi
vi

ng
ri

se
to

a
fa

n
of

se
co

nd
ar

y
be

am
s

(r
ed

)
in

te
rs

ec
te

d
by

a
sc

in
ti
lla

to
r.

T
he

sc
in

ti
lla

ti
on

lig
ht

is
co

lle
ct

ed
by

a
le

ns
sy

st
em

an
d

tr
an

sf
er

re
d

in
a

he
at

ab
le

im
ag

e
gu

id
e

to
th

e
va

cu
um

w
in

do
w
,

w
he

re
a

ca
m

er
a

is
pl

ac
ed

.
T
he

be
am

lin
e

is
eq

ui
pp

ed
w
it
h

tw
o

Fa
ra

da
y-

cu
ps

an
d

th
re

e
be

am
ob

se
rv

at
io

n
ca

m
er

as
.

T
he

i-
H

IB
P

in
je

ct
or

is
m

ou
nt

ed
on

a
ra

il
sy

st
em

fr
om

th
e

to
p.



6.4. Hardware Setup at ASDEX Upgrade 201

6.4.1 Alkali Beam Injector and Collimator

The alkali beam injector of the i-HIBP at AUG including its control system
was provided by the companies Entimel Kft. and Fusion Instruments Kft.
and developed and commissioned in collaboration with the Hungarian Centre
for Energy Research, Budapest. The injector system is very similar to the
injection system realized at K-STAR, EAST and W7-X for beam emission
spectroscopy (BES) purposes [428, 429], but it differs in two main aspects:
instead of the usual maximum 60 kV high voltage power supplies for BES,
the i-HIBP requires higher voltages up to 80 kV and instead of Li or Na, the
i-HIBP makes use of heavier elements like Rb and Cs as beam species.

The alkali beam injector contains a β-eucryptite-type of emitter as ion
source consisting typically of an Alk2O·Al2O3 ·4SiO2 disk with Alk indicating
an arbitrary alkali atom to be placed inside this matrix. Heating the source
up to 1350◦ C increases the diffusion of the alkali ions in the emitter material
to such high level, that they can be extracted by thermionic emission from
the surface of the source. This type of beam source allows to extract currents
in the range of a few mA [430].

Figure 6.12: Photograph of the collimator barrel removed from the beam line. Left:
Most of the experiments were done using the plates with five holes of 5 mm diameter.
The black circle on this plate indicates the typical location, where the Rb beam hit the
collimator (the white circular shade is NaOH contamination originating from the
neutralizer cell). Right: Alternative collimator plates with different hole diameters
and geometries.
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The ion beam extracted by an extractor electrode from the emitter in a
Pierce electrode setup propagates towards the plasma passing first two pairs
of deflection plates, which can deflect the beam in horizontal and vertical
direction. Afterwards, the ion beam is neutralized in a cloud of sodium
vapor inside the neutralizer cell, which is optimized for minimum sodium
losses during long time beam extraction [428]. After the beam is neutralized,
it passes a beam diagnostic chamber, where two cameras (one from the top,
one from the side) are employed to quantify the beam quality, focus properties
and horizontal and vertical deflection by the detection of beam emission due
to collisions with the rest gas or gas from the torus. At this place, a Faraday
cup can be inserted by a manipulator to measure the beam current or the
neutralization efficiency of the neutralizer.

Operation Position (Top View) Maintenance Position (Top View)

Figure 6.13: Operation position of the i-HIBP (left) in toroidal sector 13 of AUG.
During maintenance phases (right) the i-HIBP injector system can be moved into a
parking position by means of the rails at the top in order to release a large volume
in this sector of AUG to facilitate maintenance work (reproduced from [408]).

The beam diagnostic chamber hosts also the collimator barrel, where the
beam diameter is reduced to an appropriate size (typically 5 mm). This
enables more precise deflection measurements on the scintillator, since a too
wide beam would lead to an overlap of secondary beams on the scintillator,
which were created at poloidally and toroidally displaced locations on the
primary beam. A photograph of the collimator barrel including its various
collimator plates with different hole geometries is shown in figure 6.12.

Depending on the collimator plate introduced into the beam line, holes of
different sizes determine the beam diameter. The diagonal slit in one of the
collimator plates (see figure 6.12, right) would allow for a well defined cross
section of the neutral beam providing a 2D imaging of the ionization region.
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In general, all plates were equipped with several holes in order to provide sev-
eral beamlets allowing for measurements of several strikelines corresponding
to more than one poloidal or toroidal position in the plasma.

The whole injector system including beam diagnostic chamber, manipu-
lators and the metal-cased high-voltage setup around the source region con-
sisting of a high-voltage transformer, load resistors and a cooling system by
pressurized air for the emitter flange is mounted on a rail system from the
top. Due to space restriction a support of the i-HIBP system from the bot-
tom was not possible to be realized. The rail system enables to move the
injector horizontally, vertically and radially towards the torus axis of AUG.
As shown in figure 6.13, when the i-HIBP system is out of operation, it can
be moved into a parking position establishing a free volume between the i-
HIBP injector and the vacuum vessel of AUG for maintenance of the i-HIBP
and other diagnostics in this sector of the tokamak experiment.

Apart from the components shown in figure 6.11, which are all placed
inside the AUG torus hall, the main part of the i-HIBP control system and
the high voltage power supplies providing voltages up to 100 kV are placed
in two cabinets outside the torus hall, so that access of the control system
and power supplies is always possible, even in the case that the torus hall
is closed during plasma operation. The components outside the torus hall
are connected to the injector and its related systems inside the torus hall
via cables of a length of 40 m requiring tailor-made solutions of electrical
devices and circuits in order to avoid unfavorable effects due to inductivities
and capacities of the cables.

6.4.2 Detector Head and Image Guide

The detection of the secondary beams of the i-HIBP inside the vacuum ves-
sel involves a scintillator screen placed as close as possible to the plasma,
an optical lens system collecting the light from the scintillator, an image
guide transferring the light to the vacuum window, and a camera outside the
vacuum, which records the scintillator images at the other end of the image
guide (see figure 6.11).

The scintillator screen has a size of 16 cm in vertical direction and 6 cm
in horizontal direction. It is made of TG-Green powder consisting of a com-
position of SrGa2S4 doped with Eu2+ and was manufactured by the Plasma
Science and Fusion Technology (PSFT) Group at the University of Seville.
As shown in figure 6.14, the scintillator is encased in a metallic housing with
an aperture at the top, where the secondary ions can enter the detector head
in order to reach the scintillator. The plasma-facing side of the housing is
made of a tungsten-coated graphite tile capable of dealing with the higher
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heat loads at this side of the head. As monitoring signals, the temperature
at the scintillator is measured with a thermocouple. In addition, the current
on the scintillator plate as well as a reference current on a plate below the
scintillator is determined in order to provide an electrical measurement of
possible ion currents on the scintillator in addition to its light response.

Scintillator

Electrical insulation
Objective (lense system)

Heat shield

Cables to temperature and 

current measurements

Lamp

Figure 6.14: Detector head of the i-HIBP. The scintillator screen and the lens
system is cased in a metallic housing (front plates not shown) with only one large
aperture at the top to allow the secondary ions to enter the head (reproduced from
[408]). The heat shield consisting of a tungsten-coated graphite tile is facing the
hot plasma. The image guide (not shown) is connected to the lens system from the
right. The cables to lamp, current sensors and thermo couples enter the optical
head from the right in a separate tube.

The detector head contains a lens system on the opposite site of the
scintillator to map the light from the comparably large scintillator screen
onto the entrance of the image guide, which is only 17 mm high and 7 mm
wide. The lens system enables a resolution of structures on the scintillator
plane slightly smaller than 0.1 mm and has a high light throughput as well es
a low distortion. For calibration purposes, a small halogen lamp is integrated
on the side of the lens system illuminating the scintillator e.g. for light
throughput measurements.

The image guide between the lens system and the vacuum window is
1.829 m long and consists of 1700×700 glass fibers with a diameter of 10 µm
each. Since the lens system inside the detector head provides a resolution bet-
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ter than 0.1 mm, the size of the fibers with an effective resolution of 0.1 mm
given by the fiber diameter constitutes the resolution limit of the optical sys-
tem. Due to neutron bombardment during plasma operation (mainly neu-
trons created in D-D fusion reactions), the transmission of the image guide is
strongly reduced in the course of the experimental campaign, typically from
about 50 % to below 1 %. This transmission loss induced by neutron damage
can be compensated by means of heating of the image guide at about 200◦
C for several hours [431]. Since the image guide is located inside the AUG
vacuum vessel, which is opened only once a year between two measurement
campaigns, the image guide heating has to be applied in-situ, i.e. inside the
AUG vacuum vessel. A technical solution for the i-HIBP image guide heating
has been developed and the concept was submitted to the European Patent
Office in October 2022.

The aperture at the top of the detector head can be closed by a shutter
plate, which is driven by a pressurized air cylinder [409]. This is necessary
in order to avoid damage and contamination of the scintillator screen dur-
ing glow discharges inside the AUG vacuum vessel, which is used for wall
conditioning and wall cleaning purposes on a regular basis.

6.4.3 Injector Characterization

Before the i-HIBP injector was used inside the torus hall of AUG, a few tests
were done in the laboratory to characterize the quality and the properties of
the alkali beam. Since the use of Rb and Cs as beam species was new even
for the manufacturer of the ion sources, the beam properties and especially
the beam current dependence on the applied heating and extraction voltage
had to be characterized.

Alkali beams at such high extracted currents of a few mA are space charge
limited and, therefore, follow the Child-Langmuir law [428]

Ib =
4ϵ0
9

√
2q

mi

U
2/3
ex

d2
(6.8)

with Uex, i.e. the voltage difference between the emitter and the extractor
electrode, and the electrode distance d. Due to the thermionic extraction,
alkali beams do not necessarily follow the Child-Langmuir law, since the
ion diffusion inside the source material might further limit the extracted
current, so that increasing voltages do not lead to higher extracted currents.
In this diffusion-limited regime, the extracted current can only be increased
by higher source heating.

The measured relation between applied voltage Uex and the extracted
current Ib for the i-HIBP system using a Cs beam is shown in figure 6.15. For
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low voltages, the measurement points follow roughly the Child-Langmuir law
6.8. However, for Uex > 3 kV all data points are below the Child-Langmuir
curve. This indicates that the beam extraction is limited by the ion diffusivity
in the source and the measured points do not increase anymore with applied
voltage, i.e. Ib saturates. Increasing the heating power of the ion source
indicated by the heating current Is in figure 6.15 can increase the saturation
level as obvious from the data taken at 18th July 2019. But conditioning
effects of the source likewise play a role, as indicated by the measurement at
the 31st of July 2019, which is almost on the same level as the data series of
Ib = 36 A at 18th July 2019 despite the heating current was only Ib = 30
in this data series. Consecutive heating and beam extraction obviously help
to increase the diffusion-limited beam extraction as long as a sufficient alkali
inventory is available in the source material.

Figure 6.15: Measured extracted beam current Ib depending on extraction volt-
age Uex between emitter and extractor electrode (reproduced from [408]). For lower
voltages, the data taken at two different days (18th July 2019 and 31st July 2019)
follows approximately the Child-Langmuir curve (black line) according to equation
6.8. For higher voltages saturation takes place due to ion diffusion limits inside the
source. This depends partially on the source heating current Is, but also condition-
ing effects play a role as data from different days indicate.

In general, beam currents of up to Ib = 1.5 mA were regularly obtained
for Rb and Cs beams at about 70 kV. Higher currents were not possible
without overheating the ion source. Nevertheless, the achieved extracted
currents are higher than Ib = 1.0 mA assumed for the numerical modeling.



6.4. Hardware Setup at ASDEX Upgrade 207

In this sense, the beam properties provided by the alkali beam injector was
overachieving the specifications.

Apart from the characterization of the extracted beam current, several
technical components had to be tested in laboratory tests to make sure that
they work for the remote operation in the AUG torus hall. This includes
tests of the beam steering by the deflection plates. By means of a camera
viewing the surface of a Faraday cup in the beam line, the vertical and
horizontal beam position was determined. The heavy ion beam gives rise to
light emission due to recombination of beam ions on metallic surfaces, so that
the beam shape and position can be measured as shown in figure 6.16. The
beam intensity maximum is slightly off-axes with respect to the center of the
Faraday cup. Applying a deflection voltage of 200 V on both plate pairs with
opposing polarity, i.e. -200 V on one plate if the opposite plate is on 200 V,
moves the beam towards the center of the Faraday cup. For 400 V, the beam
moves fully into the center of the Faraday cup. This demonstrates that the
deflection plates, which can be operated up to 500 V, can steer the beam by
about ±1 cm at the Faraday cup location, which translates to about 2 cm
at the ionization region in the plasma. This might be an important control
tool to compensate beam deflection by magnetic stray fields of the tokamak
or dedicated beam steering as an additional control tool to make sure that
the secondary beams hit the scintillator in exotic plasma configurations.

Figure 6.16: Camera pictures on the Faraday cup (background subtracted) for a
Cs beam at 55 kV (reproduced from [419]). The beam is moved towards the center
of the Faraday cup (crossing point of white lines) by applying deflection voltages
in steps of 0 V (left), 200 V (middle) and 400 V (right) on both plate pairs. The
white bright spots are luminescent impurities on the metal surface of the Faraday
cup.
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6.4.4 Scintillator Characterization

Several TG-Green-type of scintillators are successfully used since more than
10 years at AUG in fast ion loss detectors measuring fast hydrogen or deu-
terium ions [432], and the relevant data of the scintillator yield under irra-
dation with protons and deuterons was available [433, 434]. However, there
was no data available about the scintillation properties of TG-Green under
irradiation with heavy alkali atoms. Therefore, dedicated laboratory tests
to determine the scintillator yield of TG-Green and a few other scintillator
materials under Cs irradiation in the beam energy range from 5 kV to 70 kV
were undertaken [435].

Ebeam = 55 kV

Figure 6.17: Top: Scintillator yield i.e. number of emitted photons per incident
ion. Bottom: Degradation of the scintillator yield normalized to its initial value
versus ion fluence (reproduced from [419]).
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The main result of this study is shown in figure 6.17, top. It shows the
scintillator yield, i.e. the number of emitted photons isotropically emitted
into all directions of space per incident beam ion for three different scintilla-
tors. As expected, the yield increases with energy for TG-Green and YAG:Ce
(Y3Al5O12:Ce). The scintillator P47 (Y24Si5O12:Ce), however, does not show
a systematic dependence on energy [419]. The yield is highest for TG-Green
and P47 in the relevant energy range of the i-HIBP between 40 kV and 70
kV.

During this study it was discovered, that the scintillator yield decreases
over time, when the same spot on the scintillator screen was irradiated for
longer times corresponding to high fluences (see figure 6.17, bottom). This
ion-flux-induced degradation was then studied in more detail and it turned
out [435], that the irradiation with heavy elements leads to a much stronger
degradation of the scintillator material than irradiation with light ions. The
reason is that the ion energy is deposited in a much thinner layer of the
scintillator due to the higher mass of the heavy elements damaging the scin-
tillating layer much more effective than light elements for the same fluence
and energy.

Due to its high yield, the favorable energy dependence of the yield, com-
parably low degradation and the good temporal response (i.e. afterglow
time lower than 1 µs) the TG-Green scintillator material was selected for the
i-HIBP detector head.

6.5 First i-HIBP Measurements at AUG

The laboratory tests of the i-HIBP injector and other hardware components
demonstrated that the design specifications were met. Operation of the same
i-HIBP setup inside the AUG torus hall during plasma operation, however,
gave rise to several challenges attributed to the long cables between control
system and injector, to the stray magnetic field of the tokamak, to the elec-
tromagnetic interference with other devices, to programming errors in the
control system and to hydrogen safety issues. Step by step each challenge,
which seemed to make i-HIBP operation impossible, was overcome and after
a commissioning phase of one year, the i-HIBP system was in full operation
and successfully remote controlled on a regular basis during the experimental
campaign starting in autumn 2021.
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6.5.1 First Signals on the Scintillator

The very first clear signal of secondary beams on the scintillator was mea-
sured on 26th November 2021 in one of the first discharges after the restart
of AUG for the 2021/2022 experimental campaign. The magnetic field of this
discharge #39800 was Bt = −2.5 T and the plasma current was ramped up
to Ip = 0.6 MA. An uncollimated Rb beam was injected with an energy of
Ebeam = 67 kV and an extracted beam current of Ib = 0.67 mA. The result-
ing scintillator pattern recorded with the camera (JAI CM-030PMCL-RH)
is shown in figure 6.18.

#39800

Figure 6.18: One of the first camera frames with a clear signal on the i-HIBP
scintillator generated by the secondary beams of an injected Rb beam into an AUG
discharge. The bright pattern with a maximum on the bottom is the actual beam
signal and qualitatively agrees with the expected intensity dependence (see figure
6.5). Stray light illuminates also the bottom and side edges of the scintillator. The
two black spots at the bottom left and right are the screws fixing the scintillator.
The black spot at the bottom center is a damaged part of the scintillator. The tiny
black dots all around the image are broken fibers of the image guide.
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A clear and strong scintillation pattern in form of a broad vertical stripe
almost illuminating the whole scintillator area with a clear maximum of in-
tensity at the bottom is found. The breadth is owing to the fact, that the
focusing of the primary beam was not sufficiently small at this early trial of
beam injection into AUG. The vertical intensity dependence indicating an
increasing ion flux from top to bottom of the scintillator qualitatively agrees
with the numerical modeling for plasmas of similar density as shown in figure
6.5. This result demonstrates that the basic concept of the intensity mea-
surement of the i-HIBP works, and that the realized i-HIBP system behaves
similarly as predicted by the numerical modeling as presented in section 6.2.

Apart from this very encouraging result, a few further observations were
made during these early measurements. First, the stray light from the plasma
entering the detector head through the large aperture at the top, was found
to be significant and can even exceed the actual secondary beam signal.
The higher the heating power injected into the plasma, the more background
light was detected. The application of beam chopping allowed for background
subtraction to some extend, but failed at high heating powers and due to the
presence of ELMs and other plasma fluctuations, so that the chopped beam
signal was difficult to be identified. Therefore, the more successful strategy
to avoid high background light was to focus the i-HIBP analysis on low power
discharges.

Second, the scintillator as shown in figure 6.18 exhibits signs of damage.
The black spot at the bottom center does not produce scintillation, and as
turned out after the campaign, the scintillating layer was brittle and several
flakes of scintillator material were found distributed inside the detector head
probably detached from the substrate due to thermal and mechanical stress.
The two black spots at the very bottom left and bottom right in figure 6.18
are the screws, which fix the scintillator in the detector head. The tiny
black spots randomly distributed over the image are broken fibers of the
image guide probably arising due to mechanical manipulation of the image
guide during the cleaning and installation process. Although clearly visible,
their relative area is below 1 %, so that they fortunately do not hamper the
measurement.

At the early stage of the AUG campaign, the transmission of the light
system was excellent, so that high signal levels of scintillator light could be
measured with the exisiting setup as long as the density in the plasma edge
was below 2 · 1019 m−3 and the stray light not too high. This upper density
limit is about a factor of two lower than expected from the numerical model-
ing, which indicated that a measurement up to 4·1019 m−3 should be possible.
Nevertheless, reasonable signal levels on the scintillator could be achieved for
whole plasma discharges, when the operational scenario was optimized for
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the i-HIBP, i.e. choosing low density and low heating power. In later phases
of the campaign, the transmission of the optical system was decreasing, so
that regular application of the in-situ image guide heating was necessary to
increase the transmission back to levels allowing for measurements. In addi-
tion, a more sensitive CMOS camera (Omron STC-RBS43PCL-UM12) was
used at the end of the campaign to increase the signal level.

6.5.2 Beam Collimation

The predicted strength and uniqueness of the i-HIBP system is due to the
ability of measuring the electrostatic potential and magnetic field pertur-
bations by the secondary beam deflection. This is not possible with broad
beams as shown in figure 6.18, since local deflections are difficult to be mea-
sured at such large structures with soft edges and due to the overlap of
secondary beams from different toroidal and ploidal locations on the scintil-
lator in this case. Thus, the beam collimation by means of the collimator
barrel is essential for the measurement of the strikeline deflection δ.

Side view in beam line Top view in beam line
B

e
a

m

Figure 6.19: Left: Horizontal side view into the beam line. The beam coming from
the right is clearly reduced in diameter after it has passed the collimator plate with
five holes of 5 mm diameter. Right: Top view into the beam line at approximately
the same time point after the beam has passed the collimator plate. The broad initial
beam gives rise to an array of four beamlets injected towards the plasma (located at
the top of this image).
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Figure 6.19, left, shows a camera frame recorded with the side camera
observing the beam line horizontally inside the collimator barrell and per-
pendicular to the beam axis during a high gas puff phase after the plasma
discharge. The relatively broad beam is injected from the right of the image
and passes the collimator plate with five holes of 5 mm diameter. The beam
exhibits clearly a smaller diameter after it has passed the collimator (about
5 mm diameter) compared to the diameter prior to the collimator (about
2.5 cm diameter). This clearly demonstrates, that the collimator works and
that the beam is injected into the plasma (located on the left in this view)
with the desired smaller diameter given by the collimator plate.

A top view of approximately the same time point recorded with the cam-
era viewing the beam line from the top after the beam has passed the collima-
tor plate (see figure 6.19, right) reveals, that it is actually not only one but an
array of four beamlets, which is created by the collimator plate. One beamlet
exceeds the adjacent beamlets in terms of intensity due to the fact that the
maximum of the initial beam intensity was present at this respective hole
(second hole from the right), and the adjacent holes were only penetrated by
the halo of the initial beam.

Measurements with the beam observation cameras in the beam line as
shown in figure 6.19 demonstrated that the basic principle of collimating the
(neutral) alkali beam works as expected. However, the primary beam colli-
mated this way did usually not lead to a measurable signal on the scintillator
during plasma operation. As a matter of fact, whenever a collimator plate
was introduced into the beam line, the signal on the scintillator was gone.
One possible explanation for this unfavorable behavior are stray magnetic
fields produced by the tokamak, which deflected the primary beam a few
millimeters into horizontal or vertical direction, so that the initial beam did
not hit the collimator plates centrally anymore. Consequently, no or only
very weak beamlets are created at the relevant positions, which produced a
secondary beam signal below the detection level on the scintillator. Indeed,
a dedicated study on the effect of stray magnetic fields on beam deflection
demonstrated a correlation of beam deflection of a few millimeters with the
activation of certain poloidal magnetic field coils of the tokamak. Despite the
installation of additional shielding by ferromagnetic material, this undesired
beam deflection could not be minimized to an acceptable level during the
campaign. In other words, the collimation of the beam was not possible to
be reliably used during plasma operation, so that the determination of the
deflection due to small magnetic field or electrostatic potential perturbations
could not be directly tested in this first phase of operation of the i-HIBP due
to a too broad primary beam.
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6.5.3 Filamentary Structures

As already shown in figure 6.18, the scintillator pattern due to secondary
beams has often a single maximum of intensity along the vertical direction
as it was also found in the numerical modeling (see figures 6.5 and 6.6). This
is the expected intensity pattern due to the interplay between the monotonic
increase of the plasma density and the ionization of the primary beam. How-
ever, in practically all plasmas, for which the i-HIBP signal intensity was
sufficiently high, also different intensity patterns with one ore several local
maxima at different places along the vertical scintillator axis were measured.
A few examples are shown in figure 6.20.

#39810#39810#39810

Figure 6.20: Apart from the typical vertical intensity dependence (left) as seen
likewise in simulations of monotonically rising background density profiles (see fig-
ure 6.5), many measured i-HIBP camera frames (exposure time: 8.3 ms) exhibit
several (center) or single local maxima (right) resembling intensity perturbations
due to blob filaments in the SOL as found predicted in 6.10.

These local maxima were moving vertically in consecutive camera frames
indicating that the plasma structures, which induce the local maxima, prop-
agate into radial direction. As beam tracing calculations have shown, the
local maxima measured on the scintillator are placed around the LCFS or
even outside. All these findings suggest, that the local maxima are blob fil-
aments in the SOL (see chapter 3 and section 2.4.1). Similar as found in
the simulations shown in figure 6.10, the intensity on the strikeline moves
along the long side (i.e. vertically in figure 6.20) of the scintillator, when the
blob-associated density perturbation moves radially outward. This opens the
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possibility to study blob filaments with the present setup of the i-HIBP, and
a comparison with numerical modeling, as it is planned for the future, could
enable quantitative estimations of poloidal and radial propagation velocities
and the density content of blobs.

6.6 Prospects of the i-HIBP Diagnostics at AUG
The first campaign with measurements of the i-HIBP has shown that the
basic idea of imaging a fan of secondary beams by means of a scintillator
detector is possible to be realized at medium size tokamaks. The measured
signal intensities are high in low density plasmas and correspond approxi-
mately to the predicted signal levels by the numerical modeling. A further
clear confirmation of modeling predictions is the measured vertical scintil-
lator intensity pattern, which typically increases towards the bottom of the
scintillator up to a local maximum in the lower half of the scintillator. Most
impressively, the measurement of radially propagating filamentary structures
were very similar to the results of the numerical modeling.

However, the collimation of the beam was not possible to be reliably ap-
plied during plasma operation most probably due to deflection of the primary
beam by the stray magnetic field of the tokamak. This made a quantitative
comparison with the modeling of small strikeline deflections δ as presented
in section 6.2 impossible, since the scintillator pattern is too broad to resolve
small movements. Nevertheless, plenty of camera images of the scintillator
pattern are available in a variety of plasmas with current and magnetic field
scans, which have shown interesting movements and shape dynamics of the
macroscopic scintillator pattern indicating an impact of magnetic field or
electrostatic potential perturbations on the strikeline pattern. Therefore, an
extension of the i-HIBPsim code package is under development to produce re-
alistic scintillator patterns including finite beam width, finite divergence and
a three-dimensional description of the detector head, so that a direct and
quantitative comparison of the numerical output with the measured cam-
era frames is possible. This modeling tool likewise enables to evaluate the
impact and compensation of the stray magnetic field in order to investigate
possible solutions to realize useful measurements of electrostatic potential
and magnetic field perturbations. In other words, the i-HIBP did not reach
all goals in the first campaign, but the tools are available to evaluate possible
improvements for achieving the predicted performance of the i-HIBP in the
next experimental campaign at AUG.
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Chapter 7

Summary and Conclusion

The edge plasma of a tokamak is a complex physical object involving strong
gradients and a complicated magnetic topology including the transition from
closed flux surfaces to open magnetic field lines. Different types of particles
like hydrogenic ions, impurity ions, electrons and neutral atoms are present
there in various concentrations. These conditions give rise to a large variety of
spatial and temporal structures due to non-linear effects, collisions, radiation
and the complex interplay between particles and electromagnetic fields. It
is the task of experimental physicists to describe these structures, to try to
categorize them and to identify the underlying physical mechanisms, which
give rise to certain properties of the respective structure. This work tried to
contribute to this task in a number of ways.

In chapter 2, a comprehensive overview of experimentally observed edge
structures was given. Five categories of structures have been introduced:

a) self-generated flows,

b) self-generated electric currents,

c) spontaneous phase transitions into improved confinement states,

d) filaments,

e) temporal structures.

Edge structures commonly observed at tokamak experiments were briefly
introduced and assigned to one of the four categories.

The flow structures (category a) presented in section 2.1 represent the
second largest group of structures. They are driven either by (normalized)
pressure gradients (equilibrium flows) and additionally by ion temperature
gradients (neoclassical flows) or by turbulence due to the Reynolds stress
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(RS) force as in the case of low frequency zonal flows, GAMs or staircases.
RS-driven flows share a small radial extend of about 10ρs, and appear as an-
nular structures with alternating amplitudes in the poloidal plane as shown
in figure 2.3, right. The gradient driven flows exhibit in general a broader
radial width and can persist over a longer period of time compared to RS-
driven flows. All types of flows and their associated shear are considered to
be extremely important to regulate the saturated level of turbulence: the
higher the flow shear, the lower the turbulence level. Therefore, the control
of these flows, ideally by an actuator driving such flows on purpose as sug-
gested in reference [436], might contribute to reduce turbulent transport in
fusion plasmas. By means of such a method, the confinement time could be
increased facilitating to achieve fusion conditions in future tokamaks.

The two examples of self-generated electric currents (category b) as pre-
sented in section 2.2 are driven by gradients. In contrast to many other
structures, they are quantitatively described by theoretical models (see table
2.1) and are considered to be well characterized by indirect measurements
employing MHD-equilibrium reconstruction techniques. However, a local and
direct measurement of the edge current density has never been convincingly
shown for a broad range of plasma parameters and for relevant plasma sce-
narios, although the edge current density plays such a central role for the
pedestal stability and the appearance of ELMs. For this purpose better di-
agnostics enabling electric current measurements are needed as the i-HIBP
(chapter 6) might provide. In addition, the local magnetic shear contribu-
tion to the turbulence suppression as discussed in reference [107] has not
been studied in detail, although the local magnetic shear driven by the edge
current density might provide a convenient control tool to raise the total
shearing rate, i.e. E × B plus magnetic shear, by plasma shaping, collision-
ality or external current drive. Control of the local magnetic shear might
open a route to lower the L-H transition power threshold and reducing edge
transport in general.

Spontaneous phase transitions (category c) are fascinating manifestations
of self-organization, and the two most important transitions, the transition
to I-mode (section 2.3.3) and the L-H transition (section 2.3.2), will probably
play an important role for future fusion reactors, since I-mode [172] as well
as H-mode [7] are envisaged as reactor-relevant plasma scenarios due to good
energy confinement. Although discovered 40 years ago [108], the transition
from L-mode to H-mode is still not fully understood and cannot be satisfac-
torily reproduced with modern turbulence simulations or other first principle
models. However, many measured parameter dependencies of the threshold
power to achieve H-mode, PLH, and experimental observations around the
L-H transition were documented over the last decades including rare and
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recent experimental L-H transition studies of tritium plasmas as detailed in
chapter 4. Key findings are a critical edge temperature, a critical edge ion
heat flux and a critical edge E × B velocity at the L-H transition. It was
shown in section 4.3.2 that a critical edge E × B velocity can qualitatively
explain practically all further parameter dependencies of PLH (see equation
4.29) and gives an explanation, why a critical edge ion heat flow (equation
4.10) is connected with the L-H transition. Furthermore, it was shown, that
most of the manifold parameter dependencies of PLH can be reproduced with
an analytical formula (equation 4.19) based on the assumption that the crit-
ical edge ion heat flux has to be achieved to enter the H-mode. For plasmas
with low torque input, as it will be the case in future tokamak reactors
[7, 172], the formula predicts a U-shaped curve for PLH as a consequence
of the electron-to-ion energy exchange. The density, isotope and magnetic
field dependence is mainly introduced due to the heuristic condition of the
Ryter-Schmidtmayr scaling (equation 4.10) and the current dependence of
PLH enters via the L-mode confinement time scaling (equation 4.11). De-
spite the success of this formula (equation 4.19), it fails to predict the torque
dependence, the plasma shape dependence and the magnetic configuration
dependence of PLH. Thus, better models are needed to predict PLH in fu-
ture devices, since the operational point and the size of a tokamak reactor
depends very sensitively on PLH [166]. Two essential ingredients are required
for a successful prediction of PLH as the discussion in chapter 4 has revealed:
the prediction of L-mode transport and the prediction or explanation of the
critical velocity (shear) as observed in the experiments. In principle, edge
turbulence codes should be able to provide this information, but failed in
the past to reproduce the turbulence suppression in the relevant parameter
range or the models were lacking realistic geometry, gradients and fluctuation
levels. Recent developments of turbulence codes (XGC [378], GRILLIX [371]
and GENE-X [55], however, raise hope, that a comprehensive understanding
of the L-H transition might be available in the near future.

Filamentary structures (category d) in the SOL as described in section 2.4
originate either from (peeling-)ballooning instabilities or other MHD insta-
bilities as in the case of ELMs or are result of turbulent processes as for PREs
and blobs. The high transient heat fluxes on PFCs associated with type-I
ELMs and their unfavorable scaling to larger machines require to mitigate
them in a tokamak reactor [116]. Therefore, the development of ELM-free
plasma scenarios is an important and strong research activity at tokamaks
worldwide to support scenario developments for DEMO [437]. Although
PREs are typically smaller than type-I ELMs, they might still transfer too
much energy to PFCs in a reactor, similar to ELMs [120]. While ELMs
and PREs most probably must be mitigated in a reactor, the role of blobs,
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which appear in all plasma regimes, is still open. As described in chapter
3, the observed blob sizes and radial blob velocities are well understood at
low densities. It was found that the ion temperature in the SOL is a key
ingredient to achieve reasonable agreement with analytical blob scaling laws.
Above a certain threshold of density, the blob associated transport suddenly
increases. This increase of the perpendicular convective particle transport
is accompanied by a shoulder formation in time-averaged density profiles in
the SOL. This process is qualitatively understood and might be related to
high collisionality along the magnetic field line, but the blob dynamics and
especially the blob transport levels cannot be predicted yet. Since a reac-
tor must be operated at relatively high edge density in order to keep the
divertor detached, a density shoulder accompanied by continuous ejection
of blob filaments might be a very likely feature of reactor plasmas. This
regime is favorable to minimize the heat loads onto PFCs in the divertor due
to its strong perpendicular transport and high densities facilitating divertor
detachment. On the other hand, the increased blob transport in this regime
induces higher particle and heat fluxes to first wall material in the main
chamber. The heat fluxes are probably not a concern, since blobs are rela-
tively cold until they reach the wall. But the blob-induced erosion levels on
PFCs outside the divertor are a potential concern. Based on measured data
in AUG, the extrapolated erosion levels in a reactor might be substantial, if
finite impurity concentrations are present in the SOL as it is likely the case
due to application of impurity seeding for divertor detachment purposes. In
this case, the background plasma likewise contributes to large erosion levels
and the role of blobs is subdominant. But in case that the sheath potential
at PFCs is reduced e.g. due to secondary emission of electrons, blobs are the
dominant erosion process. This indicates that the interplay of blobs with the
effects of low-Z impurities and secondary electron emission have to be taken
into account for a quantitative prediction of wall erosion and the assessment
of the role of blobs in a future fusion reactor.

The temporal structures (category e), i.e. regular oscillations or wobbling
of edge parameters between two (or more) states are outnumbering the types
of structures of other categories by far. Some of them appear on smallest
time scales of about 1 µs (HFOs), and other oscillations involve time scales of
the order of seconds (e.g. dithering transitions). The remaining oscillations
appear on time scales between them. The waveforms of measured plasma
quantities during the appearance of temporal structures can be almost per-
fect sinusoids as in the case of the QCM, square waves as e.g. the Dα signal
of the inner divertor during divertor oscillations, non-sinusoidal but regular
oscillations as during LCOs or mixtures of all of them as in dithering tran-
sitions. The understanding of these temporal structures could potentially
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support the operation of a burning fusion plasma in at least two ways. First,
temporal structures might play a role due to their potential ability to keep
the edge plasma below the peeling-ballooning stability boundary in order to
avoid harmful ELMs by providing additional transport at the right place at
the edge. Only a thorough understanding and control of edge oscillations like
WCMs, QCMs or EHOs will allow to develop a suitable ELM-free regime in
a tokamak fusion reactor. Second, the presence of some of the structures
can help to identify certain states of the plasma. As an example, the fluc-
tuation state in the divertor indicates closeness to divertor detachment and
represents a reliable indicator serving the control system to initiate coun-
termeasures to push the SOL plasma back into deeper detachment states.
Similarly, the characteristic frequency, harmonics in the spectrogram of fast
signals and the magnetic structure of LCOs as presented in chapter 5 allow
to judge how close the operational point of the plasma is to the L-H power
threshold. This might help to keep the operational point in H-mode and to
avoid an uncontrolled back transition to L-mode. Furthermore, the precursor
activity of LCO bursts, which are considered to be identical to type-III ELM
precursors as argued in chapter 5, are an additional unique feature indicat-
ing that the H-mode plasma is close to the H-L back transition allowing for
countermeasures against an uncontrolled back transition to L-mode [403].

Overall, the experimental characterization is well advanced for some of
the structures presented at the plasma edge. But as indicated in table 2.1,
the perturbation amplitudes of some structures, in particular the electro-
static potential perturbations, are not satisfactorily determined yet. In ad-
dition, a few further properties like the radial localization, the cross-phase
between different measurement quantities and the perpendicular wavenum-
ber are missing for most of the edge structures. This hampers a profound
comparison with theoretical models as well as a unique identification of the
underlying physical mechanism, which gives rise to the respective structure.
Therefore, better plasma edge diagnostics are required to measure the miss-
ing quantities. A new diagnostic concept, the imaging heavy ion beam probe
(i-HIBP), enabling measurements of perturbations of density and magnetic
field with desirable good spatial and temporal resolution in two dimensions,
and exhibiting the unique feature of measuring the electrostatic potential in
the confined region was presented in chapter 6. The measurement of first
signals on the scintillator detector of this diagnostic at AUG proved that the
basic principle of the concept works. The signal levels are in the same order
of magnitude as predicted by numerical modeling of the involved ionization
and attenuation processes. Furthermore, the vertical intensity pattern on the
scintillator corresponds to the simulation results, so that a reconstruction of
edge density profiles based on the scintillator pattern might be possible. The
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clear signatures of filaments propagating radially outward and generating
a vertical movement of local intensity maxima on the scintillator pattern
demonstrates that the i-HIBP can be used for detection and characteriza-
tion of blobs or other filamentary structures. Although first indications of
a strikeline displacement have been found at the boundaries of the scintilla-
tor pattern during a plasma current ramp and related to filament activity,
the envisaged strikeline displacements due to magnetic field or electrostatic
potential perturbations have not been measured yet. This was due to unsuc-
cessful collimation of the neutral primary beam during the relevant plasma
phases most probably caused by the stray magnetic fields of the tokamak,
so that a small beam diameter could not be achieved, which is needed to
resolve small beam displacements on the scintillator. These obstacles are of
technical nature and can be solved in principle. Therefore, strategies to over-
come these obstacles are initiated and plans for an upgrade of the i-HIBP
diagnostic guided by comprehensive numerical modeling with i-HIBPsim are
developed in order to enable magnetic field and electrostatic potential per-
turbations in future experimental campaigns at AUG.

As indicated in the last column of table 2.1, some of the plasma edge
structures lacking a quantitative theoretical description. For some of the
structures as it is the case for HFOs or the fluctuation state in the divertor
it does not even exist an idea, what type of physical model has to be used to
describe the observations. In other words, also on the theoretical side a lot
of work is required to understand the underlying physical mechanisms of the
presented plasma edge structures. Urgently needed is a theoretical model
describing correctly the turbulence at the plasma edge. Availability of such
a model would enable the correct prediction of transport levels at the edge,
which are important to predict the overall performance of a fusion plasma.
Furthermore, it is needed to predict the L-H transition power PLH, and could
potentially give an explanation under what conditions the turbulence is sup-
pressed to achieve H-mode. A good turbulence model would most likely be
able to produce many of the temporal structures like QCMs, WCMs, SAOs,
LCOs, dithering transitions, but also blobs and PREs, since all of them are
believed to result from turbulent processes. The fact that the existing turbu-
lence models are not fully successful yet in delivering quantitative predictions,
indicates that the models were not sufficiently comprehensive due to a lack
of realistic plasma shapes, neoclassical effects, unsatisfactory plasma sheath
models and neutral particle physics, or they did not appropriately deal with
steep gradients and large fluctuation amplitudes. Hopefully, this thesis can
contribute to help guiding further developments of theoretical models and
indicate where the most urgent needs exist from the perspective of experi-
mental physicists.
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The self-organized formation of structures at the edge of high temperature
plasmas involve fascinating and multifaceted physical processes and are worth
to be studied on its own. But at the same time, the understanding of these
structures and the prediction of their properties in a future tokamak reactor
might be crucial to realize controlled fusion energy sources on earth.
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Appendix A

Drift Motion in Magnetized
Plasmas

Electric fields, gravitation or inhomogeneities of the magnetic field strength
or pressure can lead to drift motions [6] of particles with charge q and mass
m.

A.1 Particle Drifts

Drifts relevant for single particles in a magnetic field:

A.1.1 Gravitational Drift

A gravitional force represented by a vector g leads to the gravitational drift

vg =
mg ×B

qB2
. (A.1)

In laboratory experiments on earth this drift is usually negligibly small.

A.1.2 E ×B Drift

An electric field E leads to the E ×B drift

vE =
E×B

B2
. (A.2)

This is the only drift, which does not depend on the charge q and does
therefore not giving rise to an electric current.
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A.1.3 Curvature Drift

A curved magnetic field with curvature vector κ = −Rk/R
2
k and curvature

radius Rk leads to the curvature drift

vκ =
2W||

qR2
k

Rk ×B

B2
. (A.3)

This drift depends on the parallel energy of the particle W||.

A.1.4 ∇B Drift

A magnetic field with inhomogeneous magnetic field strength perpendicular
to the magnetic field direction represented by a gradient ∇⊥B leads to the
∇B drift

v∇B = −W⊥

q

∇⊥B ×B

B3
. (A.4)

This drift depends on the perpendicular energy of the particle W⊥.

A.1.5 Generalized Magnetic Field Drift

Due to the relation Rk/R
2
k = −∇⊥B/B we can unify the curvature and ∇B

drift to one expression

vD = vκ + v∇B = −
(
W⊥ + 2W||

) ∇⊥B ×B

qB3
(A.5)

=
(
W⊥ + 2W||

) Rk ×B

qR2
kB

2
. (A.6)

This expression is only valid if there is no current involved in the magnetic
field generation.

A.1.6 Polarization Drift

A time varying electric field Ė leads to the polarization drift

vpol =
m

qB2
Ė. (A.7)
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A.2 Fluid drifts
It can be shown by means of the fluid description of the plasma, that the
gravitational drift, the E ×B drift and the polarization drift likewise act on
fluid elements. However, the curvature and the ∇B drift do not exist in fluids.
Instead, the diamagnetic drift describes the dynamics in inhomogeneous field
configurations.

A.2.1 Diamagnetic Drift

A pressure gradient perpendicular to the magnetic field, ∇⊥p gives rise to
the diamagnetic drift

vdia = −∇⊥p×B

ρB2
(A.8)

acting on a fluid element with charge density ρ = qn. The diamagnetic
drift leads to diamagnetic currents, which reads in hydrogen plasmas with
n = ni = ne

jdia = +enivdia,i − enevdia,e = −∇⊥p×B

B2
. (A.9)
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List of Symbols

αneo Neoclassical prefactor for poloidal flow (collisionality dependent)

n̄ Line-averaged density

n̄e,edge Line-averaged edge electron density

n̄e Line-averaged electron density

βpol Poloidal plasma beta

βe Electron plasma beta

βt,ped Beta for pedestal electron parameters

B Magnetic field vector

E Electric field vector

g Gravitational force vector

ue Electron fluid velocity

ui Ion fluid velocity

v Velocity vector

κ Curvature vector

χeff One fluid heat diffusivity

χi Ion heat diffusivity

δB Magnetic field perturbation

δI/I Relative intensity perturbation

∆jb Birth profile of secondary beams
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278 List of Symbols

δn Density perturbation

δx Apparent radial blob width

δ Deflection of secondary beams on the i-HIBP scintillator

δ∗ Most stable blob scale

δse Secondary electron coefficient

δb Vertical blob size or poloidal blob width

Ḃr Time derivative of the radial magnetic field

Ḃθ Time derivative of the poloidal magnetic field

ϵ0 Vacuum permittivity

γ Adiabatic index

γt Growth rate of most unstable turbulent mode

κe Plasma elongation

κg Geodesic curvature

λei Mean free path of electron unless colliding with ions

⟨σv⟩+ei secondary ionization

⟨σv⟩CX Rate coefficient of charge-exchange collisions

⟨σv⟩ei Rate coefficient of electron impact ionization

⟨ũrũθ⟩ Reynolds stress

ln Λ Coulomb logarithm

FL Lorentz force vector, see equation 1.4

Fr Restoring force

Rκ Curvature radius vector

u⊥ Fluid velocity perpendicular to the magnetic field

vκ Curvature drift

v∇B ∇B drift



List of Symbols 279

vdia Diamagnetic drift

vD Generalized magnetic drift

vE E ×B drift

vg Gravitational drift

vpol Polarization drift

µ Temporal average of time trace

µV Viscosity

ν Collision frequency

ν∗ Normalized collisionality

νei Electron-ion collision frequency

νii ion-ion collision frequency

νneo,damp Neoclassical poloidal damping rate

ωSW Sound wave frequency

ωt Ion transit frequency

ωE×B E ×B shearing rate

n0 Volume-averaged plasma density

ni Volume-averaged ion density

T Volume-averaged plasma temperature

T i Volume-averaged ion temperature

ρ Charge density

ρe Electron charge density

ρi Ion charge density

ρL,i Ion Larmor radius

ρm Mass density

ρpol Normalized poloidal flux coordinate



280 List of Symbols

ρs Drift scale or drift parameter

σ Standard deviation

σei Electron impact ionization cross section

τei Collisional energy transfer time between electrons and ions

τE Energy confinement time

τt Turbulence autocorrelation time or eddy turn-over time

τE×B E ×B shearing time

Ω̃ Generalized vorticity

ñ Density fluctuation amplitude

a Minor radius of the plasma

Ai Ion mass number

B Magnetic field strength (modulus of B)

Bϕ Toroidal magnetic field

Bt Toroidal magnetic field

Bz,PS Vertical magnetic field components generated by Pfirsch-Schlüter cur-
rents

Bθ Poloidal magnetic field

cs Ion sound speed

Dp Particle diffusion coefficient

e Elementary charge (prevailing meaning of this symbol in this thesis)

e Euler’s number, e ≈2.71828, as in exponential functions

Er,dia Diamagnetic part of the radial electric field

Er,min Radial electric field in the minimum of the Er profile

Er Radial electric field

f 3D three-dimensional Maxwell-Boltzmann distribution



List of Symbols 281

fblob Blob frequency

fGW Greenwald fraction

fM Isotropic Maxwell-Boltzmann distribution

Ib Extracted beam current

Idiv Divertor shunt current

Is Heating current of the ion source

jp Current density of the primary beam

js Current density of secondary beams

jθ Poloidal current density

k⊥ Perpendicular wavenumber

kθ Poloidal wavenumber

l Coordinate along primary beam

Lt Turbulent correlation lengths

LE×B E ×B shear length

m Mass of a particle

me Electron mass

mi Ion mass

n Number density, i.e. number of particles per volume

n0 Background density

ne Electron number density

nGW Greenwald density

ni Ion number density

nPFC Density of the material of the plasma facing component

p Plasma pressure

Peq Collisional energy transfer from electrons to ions



282 List of Symbols

pe Electron pressure

Pheat,i Ion heating provided by external heating systems

Pheat Heating power

Pin Input heating power as used in scaling laws

pi Ion pressure

PLH Power threshold of the L-H transition

Ploss Loss power i.e. Pohm + Paux − dW
dt

Pnet Net heating power (same as Ploss)

Psep Power through separatrix i.e. Ploss − Prad

q Charge of a particle

qs Safety factor

q95 Edge safety factor taken at ρpol =0.95

Qi,edge Edge ion heat flow

qi,edge Edge ion heat flux

Qcrit
i,edge Critical edge ion heat flow

R Major radius of the plasma

S Surface area of the LFCS

s Coordinate along secondary beam

Sn Density source term of the continuity equation

Te,edge Edge electron temperature

Te Electron temperature

Ti Ion temperature

Uex Extraction voltage

uph Phase velocity of turbulent structures

vbeam Beam velocity



List of Symbols 283

vb Blob propagation velocity

ve Electron velocity

vr,mean Average radial blob velocity

Vs Drop of the sheath potential

vturb Turbulent velocity

vr,max Maximum radial blob velocity

W Energy content of the plasma, W ≈ 3n0T

xs Radial coordinate indicating the distance to the LCFS

Y Effective sputtering yield

Yblob Sputtering yield for blob parameters

Zeff Effective charge number

Zi Ion charge number

0n Neutron

4He Helium 4 or alpha particle

Cs Cesium

D Deuterium

d Distance between two electrodes

eV Electron Volts

H Hydrogen

K Kelvin (temperature unit)

m Poloidal mode number

n Toroidal mode number

Rb Rubidium

T Tritium
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Index

∇B drift, 226
E ×B drift, 225

ABP, 182
Ambipolarity, 25
ASDEX Upgrade, 27
AUG, 27

Banana orbits, 39
Be, 118
BES, 201
Blob correspondence principle, 88
Blobs, 55
Bootstrap current, 38

CDS, 61
Charge density, 24
Conventional resistive ballooning

regime, 89
Counter injection, 46
Curvature drift, 226
Curvature drive, 84
CX, 192
CXRS, 135, 148

D, 115
D-T, 11, 116
detached, 47
Diamagnetic drift, 227
Diamagnetic term, 28
Disruption, 15
Dissipative system, 18

Dithering, 27
Divertor, 16
DO, 63

ECE, 59, 73, 130
ECRH, 45
EDA H-mode, 45
EGAM, 36
EHO, 46, 73
ELM mitigation, 46
ELMs, 24, 43, 56
Elongation, 45
Emergent system, 18
Energy confinement time, 12
Equation of motion, 24
equipartition, 135
ETB, 42

Far SOL, 98
Favorable configuration, 123
Filaments, 54
Fluctuation state, 61
Flux surface, 16
full ELM suppression, 46

GAM, 33
Generalized magnetic drift, 226
Generalized vorticity, 87
GPI, 73, 174
Gravitational drift, 225
Gyration, 15
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H, 115
H-mode, 24, 27, 218
H-T, 118
He, 116
HFO, 46, 75
HFS, 16
HWHM, 99

i-HIBP, 21, 182
I-L transition, 158
I-mode, 43
I-phase, 65
ICRH, 45
Ignition condition, 12
ILW, 118
Inertial confinement fusion, 13
Inter-ELM phase, 55
Interchange instability, 84, 92
Inverse cascade, 30
ion pressure dominated resistive

ballooning regime, 89
Ion saturation current, 67
Isobars, 16
ITPA scaling, 51

JET, 13

Kelvin-Helmholtz instability, 92

L-H transition, 27, 42, 48
L-I transition, 156
L-mode, 41, 221
Larmor radius, 29
LCFS, 16, 81
LCO, 58, 65
LCOs, 155
LFS, 16, 81
Li-BES, 95, 157
loop voltage, 65
Lorentz Force, 15
LOS, 62, 95
LSN, 164

Magnetic confinement fusion, 13
Magnetic field strength, 16
Mass density, 24
MHD, 16, 18
MHD instabilities, 20
Micro instabilities, 20
Minor radius, 17
MP, 46, 48

NBI, 29, 42
Near SOL, 98
non-equilibrium thermodynamics,

18
Normalized poloidal wavenumber,

72
Number density, 24

OS, 61

Pedestal, 24, 43
Peeling-ballooning instability, 45
PFCs, 16, 81, 85
PFR, 63
Plasma sheath, 85
Polarization, 82
Polarization drift, 226
poloidal, 15
Power fall of lengths, 45
PREs, 58
Private flux region, 122

QCE, 45
QCM, 45, 71
QH mode, 46

Rayleigh-Taylor instability, 84
Retarding field analyzer, 103
RS, 30, 65, 173, 218
Runaway electrons, 15

Safety factor, 16
SAO, 70
Scintillator strikeline, 183
Scintillator yield, 209
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Separatrix, 16
SOL, 16, 81
Staircase, 36
Stellarator, 13

T, 116
Thomson scattering diagnostic,

103
Tokamak, 13
toroidal, 14
Triangularity, 45
Triangularity of the plasma shape,

122

Two-fluid picture, 24
Type-I ELM, 57
type-I ELMy H-mode, 43

Unfavorable configuration, 43

W, 117
Waiting time, 55
WCM, 44, 53, 58, 72

XPR, 47

ZF, 29
ZFs, 65, 173
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